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EXECUTIVE SUMMARY

To meet the challenge of certain critical problems in defense, the
Defense Advanced Research Projects Agency (DARPA) 1is initiating an
important ‘new program in Strategic Computing. By seizing an opportunity to
leverage recent advances in artificial intelligence, computer science, and
microelectronics, the Agency plans to create a new generation of ‘machine
intelligence technology." This new technology will have unprecedented
capabilities and promises to greatly increase our national security and our
_economic strength as it emerges during the coming decade. .

THE CHALLENGE. Computers are increasingly employed in defense, and
are relied on to help us hold the field against larger forces. But current
computers, having inflexible program logic, are limited in their ability to
adapt to unanticipated enemy behavior in the field. We are now challenged
to produce adaptive, intelligent systems having capabilities far greater
than current computers, for use in diverse applications 1including
autonomous systems, personalized associates, and battle management systems.
The new requirements severely challenge the technology and the technical
community. 4

THE OPPORTUNITY. Within the past few years, important advances have
occurred in many separated areas of artificial intelligence, computer
science, and microelectronics. Advances in "expert system" technology now
enable the mechanization of the practical knowledge and the reasoning
methods of human experts in many fields. Advances in machine vision,
speech, and machine understanding of natural language provide sasy ways for
humans to interact with computers. New ways to structure the architectures
of computers enable computations to be processed in parallel, leading to
large improvements 1in machine performance. Finally, new methods of
microsystem design and implementation enable the rapid transfer of new
architectural concepts into state-of-the-art microeiectronics.




These separate advances can be jointly exploited to mechanize the
thinking and reasoning processes of human experts into the form of powerful
computing structures implemented in microelectronics, thus creating machine
intelligence technology of unprecedented capabilities. The new
requirements for adaptive intelligent military systems serve to integrate
activities in the separate areas shown in Table 1 and guarantee the
leveraging of the key advances.

TABLE 1. KEY AREAS OF ADVANCES THAT CAN BE LEVERAGED TO PRODUCE
HIGH-PERFORMANCE MACHINE INTELLIGENCE

;—-——“".-‘W s o R
o Expert Systems: Codifying and mechanizing practical knowledge,
common sense, and expert knowledge :

Advances in Artificial Intelligence: Mechanization of speech
recognition, vision, and natural language understanding.

System Development Environments: Methods for simplifying and
speeding system prototyping and experimental refinement

New Theoretical Insights in Computer Science

Computer Architecture: Methods for exploiting concurrency in
parallel systems

Microsystem Design Methods and Tools

Microelectronic Fabrication Technology

GOALS AND METHODS. The overall goal of the Strategic Computing Pro-
gram is to provide the United States with a broad line of machine intelli-
gence technology and to demonstrate applications of the technology to

critical problems in defense. Figure 1 provides a summary overview of the

program structure and goals.
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The program begins by focusing on demanding military applications that
require machine The

speech,

intelligence technology. applications generate

requirements for functions such as vision,
expert system technology,

natural language, and
for
The
in advanced architectures and
in microelectronics to meet application performance require-
Thus, the applications serve to focus and stimulate or "pull" the

creation of the technology base.

environment
synergistic interactions among developers of the new technology.

intelligent functions will be implemented
fabricated
ments.

and provide an experimental

The applications also provide a ready
environment for the demonstration of prototype systems as the technology
compartments successfully evolve. To carry out this program, DARPA will

fund and coordinate research 1in industrial, university, and government
facilities, and will work with the Military Services and Defense Agencies
to insure successful transfer of the resulting technology.

Figure 2 provides an overview of program activity and suggests ways of

visualizing and interpreting how the various compartments of program
activity will unfold over time.
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ACTIVITIES AND PLANS. The initial program applications include an

autonomous vehicle, a pilot's associate and a carrier battle group battle
management system. These applications stress different compartments of
machine intelligence technology, and exert a strong pull on the overall

technology. These specific examples were selected for inclusion in the
Strategic Computing program based on a weighted consideration of the
following factors:

o]

The application must effectively employ the new technology to
provide a major increase in defense capability in light of
realistic scenarios of combat situations that might occur at the
future time when the new systems can be procured and deployed.

The application must provide an effective "pull" -on the new
generation technology. It must demand an aggressive but feasible
level of functional capability from one or more of the intelli-
gent functions at appropriate points in the timeline.

Development of the application must lead to new engineering know-
how in artificial intelligence software areas, such as planning
and reasoning, learning, navigation, knowledge base management,
and so on.

The application must test the efficacy of the new technology at a
realistic quantitative scale of performance demands. In this way
we seek to ensure against unexpected quantitative changes in
system performance as a result of scaling up from models and
laboratory experiments to real systems.

The application must provide an effective experimental "test-bed"
for evolving and demorstrating the function(s). Stability over
time, access, and visibility are thus important factors.

The application must: effectively leverage program resources.
Thus an important factor is the extent to which an existing mili-
tary program provides a base of capital resources and experienced

Y



personnel into which the new generation technology can be experi-
mentally introduced (versus this program having to provide such
non-computing resources).

o It is important to choose a mix of éppWicationé that are jointly
supportive of and involve all three Services, and which are
appropriaté]y executed through each Service. Only in this way
can we develop the base for extension of this technology into a
wide range of military systems.

0 Finally, an important selection factor is the potential provided
by the specific application for effecting the transfer into the
services of the new machine intelligence technology.

The planning timelines for evolving these applications have been
interlocked with program timelines for evolving intelligent functions (such
as machine vision, speech, and expert system technology). The plans for
creating machine intelligence capabilities have in turn been interlocked
with the program plans for system architectures that support the signal
processing, symbolic processing, and general-purpose processing underlying
the machine intelligence.

The planned activities will lead to a series of demonstrations of
increasingly sophisticated machine intelligence technology in the selected
applications as the program progresses. Milestones have been established
for the parallel development of the machine architectures required to
support these demonstrations.

Attention 1is focused early in the program on provision of the
necessary infrastructure to support and coordinate the activities of the
many people and organizations that will be involved in the program.
Computing facilities, network services, interoperability standards., access
to rapid system prototyping and integrated circuit implementation services
must all be in place for the enterprise to succeed. This will also insure
rapid propagation of the knowledge and technology produced by the program
into the community of participants and into US industry.
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MANAGEMENT AND FUNDING. Management of the Strategic Computing Program
will be carried out by the Defense Advanced Research Projects Agency.
Within DoD, DARPA will coordinate closely with USDRE and the Military
Services. A Defense Science Board panel has been convened to make recom-
mendations on DoD utilization of machine intelligence technology. Other
advisory panels and working groups will be constituted, with representa-
tives from industry, universities, and government, to provide additional
required advice in specific areas.

Table 2 shows the annual cost for the Strategic Computing Program.
Program costs for the first five years of the program are estimated to be
approximately 600 million dollars. The 1logic of the sequencing of
activities is reflected in the breakdown of spending in the first three
categories. Relative spending on tools and infrastructure is higher early

in the program. The large technology base activity and component of
” spending will likely peak in FY 87-88. Applications activity and spending
expand moderately at first, then rapidly -in the late 80s, peaking near the
end of the program. The entire program will peak about the end of the
decade, declining thereafter as program goals are achieved.

TABLE 2. STRATEGIC COMPUTING COST SUMMARY IN $M
(* Qut-year funding levels to be determined by program progress.)

Total Military Applications 6 15 27 TBD T8D
Total Technology Base 26 50 83 18D TBD
Total Infrastructure 16 27 36 18D 1BD
Total Program Support 2 3 4 TBD TBD

TOTAL 50 95 150 TBD TBD
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The basic acquisition policy is that military applications will be
carried out by industry drawing upon results of research carried out in the
universities. Advanced computer architectures will be developed primarily
in joint projects between universities and industry. Most of the hardware
and software development efforts will be competed. The most advanced
artificial intelligence ideas that seem ripe for development will be
exploited with heavy university involvement. For these, expert judgment
from leading participants in the field will be sought and directed
selection will result. Construction and access to computing technology
infrastructure will be competed. | V V

We intend a significant effort toward technology transfer of results
of this program Hnto the military services. This effort will include:
(a) use of Service Agents and Service COTRs; (b) a process of cost-sharing
with the Services in the development of military applications: (c) the
inclusion of technology base results from this program in Service Programs
and Testbeds, and (d) training of Service personnel by involvement in tech-
nology base developments.

Equally important is technology transfer to industry, both to build up
a base of engineers and system builders familiar with computer science and
machine intelligence technology now resident in leading university labora-
tories, and to facilitate incorporation of the new technology into
corporate product lines. To this end we will make full use of regulations
for Government procurement involving protection of proprietary information
and trade secrets, patent rights, and licensing and royalty arrangements.

Communication is critical in the management of the program, since many
of the important contributors will be widely dispersed throughout the US.
Unigue methods will be employed to establish a productive research commun-
ity and enable participants to interact with each other and to interlock
with the program plan. Existing computer tools such as electronic networks
and message systems will be used to coordinate program activities. More
advanced methods will include provision to participants of remote
electronic views of, and interactions with, the evolving program planning
timelines.

viii



CONCLUSIONS. We now have a plan for action as we cross the threshold
into a new generation of computing. It is a plan for creating a large
array of machine intelligence technology that can be scaled and mixed in
countless ways for diverse applications.

We have a plan for "pulling" the technology-generation’ process by
creating carefully selected technology interactions with challenging mili-
tary applications. These applications also provide the experimental test
beds for refining the new technology and for demonstrating the feasibility
of particular intelligent computing capabilities. '

The timely, successful generation and application of intelligent
computing technology will have profound effects. If the technology is
widely dispersed in applications throughout our society, Americans will
have a significantly improved capability to handle complex tasks and to
codify, mechanize, and bropagate their knowledge. The new technology will
improve the capability of our industrial, military and political leaders to
tap the nation's pool of knowledge and effectively manage large enter-
prises, even in times of great stress and change.

Successful achievement of the objectives of the Strategic Computing
initiative will lead to deployment of a new generation of military systems
containing machine intelligence technology. These systems will provide the
United States with important new methods of defense against massed forces
in the future - methods that can raise the threshold and diminish the like-
1ihood of major conflict.

There are difficult challenges to overcome in order to realize the
goals of a national program of such scope and complexity. However, we
believe that the goals are achievable under the logic and methods of this
plan, and if we seize the moment and undertake this initiative, the Strate-
gic Computing Program will yield a substantial return on invested resources
in terms of increased national security and economic strength.
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CHAPTER 1
INTRODUCTION

As a result of a series of advances in artificial intelligence, com-
puter science, and microelectronics, we stand at the threshold of a;new
generation of computing technology having unprecedented capabilities. The
United States stands to profit greatly both in national security and
economic strength by its determination and ability to exploit this new
technology.

Computing technology already plays an essential role in defense
technologies such as guided missiles and munitions, avionics, and c31. If
the new generation technology evolves as we now expect, there will be
unique new opportunities for military app]icétions of computing. For
example, instead of fielding simple guided missiles or remotely piloted
vehicles, we mignt launch completely autonomous land, sea, and air vehicles
capable of complex, far-ranging reconnaissance and attack missions. The
possibilities are quite startling, and suggest that new generation comput-
ing could fundamentally change the nature of future conflicts.

In contrast with previous computers, the new generation will exhibit
human-1ike, "intelligent" capabilities for planning and reasoning. The
computers will also have capabilities that enable direct, natural inter-
actions with their users and their environments as, for example, through
vision and speech. '

Using this new technology, machines will perform complex tasks with
1ittle human intervention, or even with complete autonomy. QOur citizens
will have machines that are "capable associates," which can greatly augment
each person's ability to.perform tasks that require specialized expertise.
OQur leaders will employ intelligent computers as active assistants in the
management of complex enterprises. As a result the attention of human
beings will increasingly be available to define objectives and to render
judgments on the compelling aspects of the moment.



A very broad base of existing technology and recent scientific
advances must be jointly leveraged in a planned and sequenced manner to
create this new intelligent computer technology. Scientists from many
disciplines, scattered throughout the universities, industry, and govern-
ment must collaborate in new ways, using new tools and infrastructure, fin
an enterprise of great scope. Adaptive methods of planning must be applied
to enhance the process of discovery. Events must be skillfully orches-
trated if we are to seize this opportunity and move toward timely success.

In response to these challenges and opportunities, the Defense
Advanced Research Projects Agency (DARPA) proposes to initiate an important
new program in Strategic Computing. To carry out this program, DARPA will
fund and coordinate research in industrial, university, and government
facilities, and will work with the Military Services and Defense Agencies
to insure successful transfer of the results.

The overall goal of the program is to create a new generation of
machine intelligence technology having unprecedented capabilities and to
demonstrate applications of this technology to solving critical problems in
Defense. Although the achievements of the program applications' objectives
will significantly improve the nation's military capabilities, the impact
of nonmilitary spin-offs on the national economy should not be underesti-
mated. This document provides an overview of the proposed program.




CHAPTER 2
THE MILITARY CHALLENGE

Adaptive Technology Is Important to Defense. Computers are being

“increasingly employed to support United States military forces. The
growing complexity of forces and rising level of threats have stimulated
the use of ever more advanced computers. Improvements in the speed and

range of weapons have increased the rate at which battles unfold, resulting
in a proliferation of computers to aid in information flow and decision
making at all Jlevels of military organization. Smarter computerized
weapons and forces are now depended upon to be able to hold the field
against superior numbers.

A countervailing effect on this trend is the rapidly decreasing p?e-
dictability of military situations, which makes computers with inflexible
lTogic of 1imited value. Consider a problem encountered with a current
generation computerized system during a recent conflict. A radar designed
to automatically acquire and track aircraft was supposed to follow all
aircraft maneuvers, recognize countermeasures, and not be;ome confused or
lose track because of dropped decoys. The other side (who also had the
same radar) innovated the tactic of approaching in groups of four aircraft
and, as they came over the horizon, rapidly branching (fleur dé 1lis) into
four different directions. The computer controlled radar reacted by
jittering around the centroid until it lost all four tracks.,

The solution to this unforeseen problem is simple from a logical view-
point, but there was no way for the forces in the field to codify and
implement the solution. Instead, once the problem was recognized and
diagnosed in the field, an equivalent situation was created and the
solution was programmed and evaluated 1in the homeland, and the new
software/firmware was then flown to the radar locations in the field. Even
with a crash program, it took several days to eliminate the radar's
inflexibility when responding to a simple change of tactics that had not
been anticipated by the radar designers.



Confronted with such situations, leaders and planners will continue to
use computers for routine tasks, but will often be forced to rely solely on
their people to respond in unpredictable situations. Revolutionary
improvements 1in computing technology are required to provide more capable
machine assistance in such unanticipated combat situations. The military
requirements for dealing with uncertainty and information saturation in
life-threatening situations are far more demanding of the technology than
evolving needs in the civilian sector.

Intelligent Military Systems Demand New Computer Technology. The

effects of increasing unpredictability are evident over a wide range of
military computer applications. In certain routine military tasks --
surveillance, monitoring, and recording systems -- computers have actually
replaced human operators. Small scale computer systems have been applied
in precision guided munitions ("smart weapons") and some reconnaissance
devices. To achieve truly autonomous systems, a variety of complex func-
tions must be performed. However, the emergence of autonomous systems is
inhibited by the inability of present computers to robustly direct actions
that fulfill mission objectives in unpredictable situations. Commanders
remain particularly concerned about the role autonomous ;ystems would play
during the transition from peace to hostilities when rules of engagement
may be altered quickly.

An extremely stressing example of such a case is the projected defense
against strategic nuclear missiles, where systems must react so rapidly
that it is likely that almost complete reliance will have to be placed on
automated systems. At the same time, the complexity and unpredictability
of factors affecting decisions will be very great.

In many military activities, people are often saturated with informa-
tion requiring complex decisions to be made in very short times. This is a
severe problem for operators of complex combat systems such as aircraft,
tanks, and ships. The physical environment -- noise, vibration, and
violent maneuvers -- is extremely taxing; moreover, the information flowing
to the operator increases dramatically as missions become more demanding,
sensor and weapons systems become more complex, and threats to survival




become more numerous and serious. The ability of computers to assist in
such situations is Timited because their computational capability cannot
handle these highly complex unstructured environments; in addition, their
interface with humans is so (cognitively) inefficient that it is doubtful
the person could receive, interpret, and act on the information in time
even if it were available within the machine. Improvements can result only
if future computers can provide a new "quantum" Tlevel of functional
capabilities.

The management of large-scale military enterprises requires large
staffs to gather information, to develop and evaluate alternative courses
of action, and to construct detailed plans. The trend in all areas toward
faster-moving warfare severely stresses the whole staff function. Greater
uncertainty in the military environment forces consideration of more
options. Increasingly sophisticated methods of deception, countermeasures,
and camouflage make timely acquisition of vital information more difficult.
Improved weapon speed and range increase the scale of military actions.
The result is a growing uncertainty in the decision making process and the
evolution of Tlarge, labor-intensive military command organizations.
Current computers provide only Timited assistance to such decision making
because they have limited ability to respond to unpredictable situations
and to interact intelligently with large human staffs.

Across this spectrum of applications, from autonomous systems to
systems aiding in battle management, we need computers that have far more
capability for intelligent operation, improved survivability in hostile and
high-radiation environments, and greatly improved man-machine interfaces.
Many 1isolated pieces of the required technology are already being
developed. The challenge is to exploit these beginnings, make new efforts
to develop the full set of required technologies, and integrate components
of the emerging new technology in order to create revolutionary defense
capabilities. Such revolutionary capabilities can provide our nation with
new, highly flexible and significantly improved defenses against possible
assaults by massed forces in the future.



CHAPTER 3
THE TECHNICAL OPPORTUNITY

A New Generation of Computing Technology. Within the past few years,

a series of important advances have occurred across a wide range of areas
in artificial intelligence, computer science, and microelectronics. By
jointly Tleveraging these many separate advances, it will be possible to
create a completely new generation of machine dintelligence technology

having unprecedented capabilities.

KEY AREAS OF ADVANCES THAT CAN BE LEVERAGED TO PRODUCE
HIGH-PERFORMANCE MACHINE INTELLIGENCE

o - Expert Systems: Codifying and mechanizing practical knowledge,
common sense, and expert knowledge

0 Advances in Artificial Intelligence: Mechanization of speech
recognition, vision, and natural language understanding.

0 System Development Environments: Methods for simplifying and
speeding system prototyping and experimental refinement

0 New Theoretical Insights in Computer Science

0 Computer Architecture: Methods for exploiting concurrency in

parallel systems
0 Microsystem Design Methods and Tools

0 Microelectronic Fabrication Technology

Advances in microelectronic technology have led to the manufacturabil-
ity of silicon integrated-circuit chips consisting of hundreds of thousands
of transistors. Because of their tiny size, the transistors in such chips
function at very high switching speeds and consume very little power. New
methods of microsystem design enable designers to rapidly design and
implement digital systems in microelectronics.,

Computer scientists have developed new insights into how the exploita-
tion of area, time, and energy tradeoffs in computing systems. This work
assures the feasibility of radically new forms of computing structures.
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These advances in theory are now guiding computer architects in their
search for ways to exploit concurrency 1in highly parallel systems. A
number of research groups have produced workable concepts for such
machines; these concepts include methods for achieving parallelism in
machines that provide very high performance processing on unstructured,
complex problems. Advances in system development environments now enable
very rapid prototyping of hardware and software for such new machines.

Perhaps the most stunning advances have come in the area of expert
systems. The term ‘"expert system" describes the codification of any
process that people use to reason, plan, or make decisions as a set of
computer rules. For example, a detailed description of the precise thought
processes and heuristics by which a person finds their way through a city
using a map and visual landmarks might be codified as the basis of an
"expert system" for local navigation. The methods for identifying and
mechanizing practical knowledge, common sense, and expert knowledge have
solidified and are now finding wide application. Expert systems,
mechanized at the level of practical reasoning, now stand in great contrast
to systems created using traditional computing technology. Rather than
being "black boxes" whose internal workings are inaccessible to users,
these systems have the ability to "explain" the reasoning used to 'reach
decisions or take actions. The knowledge base that guides their operation
can be changed quickly to cope with changes in the environment, thereby
easing adaptation to situations like the "radar problem" described earlier.
The methods of programming such systems promise to stimulate a movement
towards articulating, codifying, and better exploiting a wide range of
practical human knowledge.

Finally, there have been very important successes in other areas of
artificial intelligence (Al), particularly in the mechanization of vision
and visual-motor interaction, the mechanization of speech recognition, and
in the understanding of natural language (see Chapter 5, Section 5.2.1). A

Form and Functions of Machine Intelligence Technology. Properly com-

bined, all these recent advances now enable us to move toward a completely
new generation of machine intelligence technology. What kind of special



capabilities would the new computers have? First, they would be able to
perform intelligent functions such as:

0 UNDERSTANDING NATURAL LANGUAGE EXPRESSIONS
el INFORMATION FUSION AND MACHINE LEARNING
0 PLANNING AND REASONING

They would also be able to interact with their users and environment
through natural modes of sensory communication such as:

0 VISION AND VISUAL IMAGE GENERATION
o] SPEECH RECOGNITION AND PRODUCTION

What form might these machines take? One important characteristic is
that instead of being a single collection of microelectronics which fills
all needs, the new generation -of "intelligent" computer systems will be
modular (conceptually; even if not physically in all cases). Each system
will be created by combining modules from different specialized compart-
ments of the new technology base, much as one might now compose a "compo-
nent video system."

For example, consider a small modular computer system used to control
a future autonomous vehicle. Vision modules will be included that provide
basic scene-processing and object-recognition capabilities. With vision
modules as input devices, a symbolic processor module would be then able to
directly process fragments of pictorial, graphic, and three-dimensional
scenic images. When further supported by rule-based inferencing and image
understanding in a compact but powerful symbol processor and interfaced
with specialized motor-control systems, these vision modules will enable
the computer-controlled autonomous vehicle to "see," to move about, and tc
interact "intelligently" with its environment. The resulting vision, scene
interpretation, and motor control processes will be, at the very least,
analogous to those found in lower animals.



This simple sketch merely hints at the possibilities. The magnitude
of the opportunity before us will be seen as we explore in this document
the interaction between the new-generation technology base and demanding
areas of military application of machine intelligence. The "envelope" of
possibilities includes not only smart autonomous systems, but also intelli-
gent machines employed as "personal associates" to boost the capabilities
of people to perform complex tasks, and as active contributors serving
leaders and teams of people in the management of large enterprises.

Spinoffs from the Technology Base Can Stimulate National Economy. In
addition to the planned military applications discussed in this document,
the value of future commercial products made available by development of
the new generation technology will be enormous. The effects will be
analogous to those resulting from the replacement of the vacuum tube by the
transistor, the displacement of discrete transistors by integrated cir-

cuits, and the fourth generation displacement of simple integrated circuit
technology by VLSI now occurring in the computer and electronics industry.

The Strategic Computing Program promises the production of machine
intelligence technology that will enable yet another major cycle of new
economic activity in the computer and electronics industry. If the United
States aggressively competes to develop these systems, it will gain access
to enormous new commercial markets that will build on top of the successes
of fourth generation technology. Spinoffs from a successful Strategic
Computing Program will surge into our industrial community. They will be
used by the computer industry as it creates and exploits a host of new
markets for the underlying machine intelligence hardware and software tech-
nology and by the automotive and aerospace industries as they integrate
intelligent CAD into the development process and intelligent CAM and robo-
tics into manufacturing. The consumer electronics industry will integrate
new-generation computing technology and create a home market for applica-
tions of machine intelligence. In addition, a wide range of service indus-
tries will emerge that create and provide new applications for machine
intelligence and new ways to leverage the production, codification, and
mechanization of useful human knowledge.



CHAPTER 4
GOALS AND METHODS

In response to the challenging opportunity for creating and exploiting
intelligent computing technology, the Defense Advanced Research Projects
Agency proposes to initiate this important new program in Strategic
Computing. The overall goal of the program is to provide the United States
with a broad base of machine intelligence technology that will greatly
increase our national security and economic power. This technology
promises to yield strong new defense systems for use against massed forces,
and thus to raise the threshold and decrease the chances of major conflict.

To achieve this goal, a wide range of present technology and recent
scientific advances must be leveraged in a coordinated manner. Engineers
and scientists from many disciplines must collaborate in new ways in an
enterprise of Qery large scope. A framework must be created for the effec-
tive, adaptive planning of the discovery and development processes in this
enterprise. A skillful orchestration of events and exploitation of avail-
able infrastructure will be reguired to insure a timely success.

This chapter sketches the methods the program will use to adaptively
select and schedule program activities. The chapter discusses near-term
planning tactics and the plans for leveraging the interaction between
selected military applications and the evolving technology base. The chap-
ter ends with an overview of how to visualize the program's adaptive
planning process and timelines.

Figure 4.1 shows the logical structure of the Program and its goals.
The overall goals will be reached by focusing on three specific military
applications to develop a new technology base. In order to conduct suc-
cessful military demonstrations of these applications it will be necessary
to develop new machine intelligence functional capabilities. Although
these intelligent capabilities are largely provided by software, they
depend strongly on the underlying hardware architectures for high perform-
ance and efficiency. Finally, the program depends on the exploitation of
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faster, denser, more radiation resistant, lower-power devices provided by
state-of-the-art microelectronics.

Developing and Demonstrating Applications To Defense. Our projections

for military applications of new generation computers cover a wide spectrum
of activities. They range from applications of individual machines without
operators or users as, for example, in autonomous systems, to applications
involving groups of machines and groups of people collectively engaged in
complex tasks, as for example in battle management.

Across this spectrum of applications we find a range of reguirements
for machine intelligence technology. Some autonomous systems require low-
power systems, moderate performance planning and reasoning, and very power-
ful vision systems. At the other extreme, certain battle management sys-
tems will require immense planning and reasoning processors, vast knowledge
and database management systems, perhaps no vision systems, but highly com-
plex distributed, survivable communications systems.

Specific applications are to be identified, selected, developed, and
demonstrated as discussed in Chapter 5. The applications are selected for
their relevance to critical problems in Defense, and for their suitability
in exerting an effective "pull" on the new generation technology base in
such a way as to enable a much broader range of applications.

Creating the Technology Base. Although there is a very wide range of

possible applications of the machine intelligence technology, the technol-
ogy base will have many elements that are commonly used in many applica-
tions. By studying many specific applications, we have developed a
taxonomy of possible future intelligent systems and identified the common
functions required to create those systems. For example, many future
military applications will reguire vision, speech, hearing, and natural
language understanding functions to facilitate easy communication between
people and machines. We plan to develop these common functions as modular
"intelligent subsystems," and we have evolved an initial set of technical
requirements for these subsystems by detailed study of specific applica-
tions described in Chapter 5 (Section 5.1) and in Appendix I.
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Some of the intelligent subsystem functions, such as speech and
vision, have value in a host of military and commercial systems, and
generic or general purpose software and hardware can be developed inde-
‘pendent of the application. Other intelligent functions, such as planning
and reasoning (as done for example using expert systems), and information
fusion (including future extensions to include systems that learn from
experience) depend strongly on and must be designed for each specific
application.

The development of advanced machine architectures will accompany the
development of associated software to produce integrated intelligent sub-
systems. The development of machine architectures will be directed toward
maximizing the functional power and the speed of computation. Powerful,
efficient intelligent processors, database machines, simulation and control
systems, display systems, and general purpose systems will be needed to
achieve the program performance goals and to support selected military
applications. During the early years of the program, we will investigate,
refine and perfect specific computer architectures. Exploratory develop-
ment, testing, and evaluation of the machines will be done in parallel with
the work on software and microelectronics technology. Specific candidate
architectures will then be selected for full-scale development, with their
scale and configuration determined by the reguirements of unfolding experi-
mental applications. )

To meet applications constraints and requirements for performance,
weight, volume, power dissipation, and cost, the machine architectures will
be implemented, at least initially, in advanced silicon microelectronics.
The technology is widely available in industry, and accessible through
implementation service infrastructure, due in nart to the success of DoD
VLSI/VHSIC programs. Later in the program, gallium arsenide micro-
electronics technology will be exploited for high performance in critical
defense applications that require both low power and radiation hardness.
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Thus, we aim to create

--  Integrated Intelligent Subsystems, composed of
--  Machine Hardware/Software Architectures, and
== Microelectronics, built using

--  Tools and Infrastructure.

This last list, in fact, represents the hierarchy of development areas
addressed in this plan. Specific objectives have been established for pro-
gram activities in each of the technology-base areas in order to provide
the functional capabilities required in the intelligent subsystems used in
selected applications programs. These objectives then establish require-
ments for the tools and infrastructure used to support program activity.

An analysis of the technical specialties required over the long-ternm
for this program reveals personnel shortfalls 1in the areas of artificial
intelligence and VLSI system architecture. Efforts must be made to
increase the supply of trained talent in these fields. We will encourage
the offering of appropriate university courses and will encourage industry
to support this process through grants, liberal re-training programs, and
Toan of key technical personnel for teaching. An important long-term
effect of the program's technology-base development should be an increase
in qualified faculty and graduate students active in all the related fields
of study. This program's research is highly experimental, and significant
advances require adequate computing facilities. We plan to ensure that
adequate computing resources are made available to research personnel to
carry out the proposed work.

Program Methodology. The program begins by building on a selected set

of intelligent computing capebilities that are ripe for development in the
near term, The program will develop these capabilities and accumulate
further intelligent capabilities under the "pull" of demanding military
applications. The objective is to evolve these capabilities into a broad
base of new generation technology and to demonstrate specific applications
of the new technology to solving & nuwber of critical problems in Defense.
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Artificial intelligence already offers moderately developed functional
capabilities in the areas of machine vision, speech recognition, and under-
standing of natural language. Expert systems that perform as well as
capable humans at situation analysis have already been demonstrated.

Through an analysis of numerous potential military applications of
machine intelligence, an initial list of intelligent functional capabili-

ties was developed that have common utility -across many applications (see
Table 4-1). Substantial progress has already been made in the development
of some of these, such as speech recognition, but others such as
information fusion are still in an early stage of their evolution.

Table 4-1. Improvements in Functional Capabilities to be Provided by
the New-Generation of Computing Technology

Areas for major improvements Areas for major improvements
in machine intelligence in interfacing machines to
(processing and memory) their users and environment

(input and output)

UNDERSTANDING OF NATURAL LANGUAGE VISION

SIGNAL INTERPRETATION GRAPHICS DISPLAY/IMAGE GENERATION
INFORMATION FUSION/MACHINE LEARNING SPEECH RECOGNITION AND PRODUCTION
PLANNING AND REASONING DISTRIBUTED COMMUNICATIONS

KNOWLEDGE AND DATA MANAGEMENT
SIMULATION, MODELING, AND CONTROL
NAVIGATION

These initial functional capabilities can be scaled and combined in
many ways to create a large ‘"envelope" of intelligent systems in the
future. The possibilities increase as we add new functions to the list.
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A very large envelope of future military applications 1is also
envisioned for new generation computing technology. Even if we restrict
our attention to a few areas such as autonomous systems, personal asso-
ciates, and computational aids for managing large enterprises, the set of
possibilities is large. I

[t is important to note that any improvements in machine intelligence
technology capabilities expand the envelope of possible applications. But
how do we focus on specific capabilities to "push" at particular times?
How do we select specific applications to "pull" the technology? The key
is an integrated planning framework - an active planning timeline - that
derives realistic, near-term application goals from credible technology
developments and simultaneously stresses that technology development by
proper selection of application demonstrations to focus the R&D. That
process has been used in developing this plan, based on our best under-
standings at this time, and is described in the following sections. As
technology is developed, the situation and thus the plan will change, so
this should be viewed as a dynamic process.

Visualizing Program Compartments and Planning Timeline. Figure 4-2

provides an overview of program activity and suggests ways of visualizing
and interpreting how the various compartments of program activity will
unfold over time. The figure is intended to help readers interpret more
detailed plans and charts, and figures that follow later in this document.

The program goals can be visualized in the figure as guiding the esta-
blishment of specific objectives for applications, experiments, and demon-
strations, and specific objectives for new generation technology. Note
that the Strategic Computing program intersects with military mission pro-
grams in the area of applications experimentation and demonstrations.
Activities in this area of overlap are based on opportunities in military
mission areas and opportunities in the new generation technology base, as
earlier objectives are achieved in each of these areas. The figure also
illustrates the role of support tools and infrastructure, and suggests how
the achievement of technology base objectives depends on achievements in
tool and infrastructure construction.
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CHAPTER 5
ACTIVITIES AND PLANS

We now describe the activities and plans that will be used to achieve
the goals and objectives of the Strategic Computing Program. For purposes
of exposition we present the key ideas by showing how example activities
proceed under the plan. These examples are selected to convey the very
large scope of the enterprise, and to illustrate the methods of orchestra-
tion that will be used to stimulate activity, provide joint leveraging of
technologies, and direct program elements toward overall program goals.

The chapter 1is divided into four sections. Section 5.1 gives examples
of planned application experiments and demonstrations. These applications
drive new generation technology requirements that are reflected in
Section 5.2, which describes how a mix of technology requirements will be
provided under planned technology base programs. Section 5.3 next
describes how programs tools and infrastructure are factored into the
planning process. Section 5.4 then summarizes the specific plans for
initiating the overall program.

The material in this chapter is intended to provide an overview
sufficient to enable readers to interpret detailed Strategic Computing
planning documents, such as the timelines in the appendices, and to have
well-formed intuitions concerning the overall methods and plans of the
program.

On a first reading, those who are interested in specific dimensions of
the program might read the Chapter 5 section of interest (for example the
applications) and skim the rest. Alternatively, the logic of the plan can
be sampled by following the details of one chain of activities through the
material (without reading all sections in detail). For example, one could
follow the requirements for vision produced and passed from the Autonomous
Vehicle (Section 5.1.1; App. I.1) through to the section on vision
subsystems (Section 5.2.1.1; App. II.1.1), and then to the sections on
System Architecture, and Infrastructure. In that way the interplay between
the applications and technology base can be closely examined.
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5.1 Applications Experiments and Demonstrations

This section describes a set of specific military applications that
exploit new generation computing technology. Included 1is an autonomous
vehicle application that will rely heavily on vision and expert system
technology as enabling technologies for this application. A pilot's
associate application is then described that exploits speech recognition
and expert systems. Finally, a battle management system for a carrier
battle group is described that exploits expert systems technology and that
will eventually exploit very high performance knowledge processing systems.

These specific examples are included in the Strategic Computing
program based on a weighted consideration of the following factors:

o} The application must effectively employ the new technology to
provide a major increase in defense capability in Tlight of
realistic scenarios of combat situations that might occur at the
future time when the new systems can be procured and deployed.

0 The application must provide an effective "pull" on the new
generation technology. It must demand an aggressive but feasible
level of functional capability from one or more of the intelli-
gent functions at appropriate points in the timeline.

0 Development of the application must Tead to new engineering know-
how in artificial intelligence software areas, such as planning
and reasoning, learning, navigation, knowledge base management,
and so on.

0 The application must test the efficacy of the new technology at a
realistic quantitative scale of performance demands. In this way
we seek to ensure against unexpected gquantitative changes in
system performance as a result of scaling up from models and
laboratory experiments to real systems.

0 The application must provide an effective experimental "test-bed"
for evolving and demonstrating the function(s). Stability over
time, access, and visibility are thus important factors.
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0 The application must effectively leverage program resources.
Thus an important factor is the extent to which an existing mili-
tary program provides a base of capital resources and experienced
personnel into which the new generation technology can be experi-
mentally introduced (versus this program having to provide such
non-computing resources). ,

0 It is important to choose a mix of applications that are jointly
supportive of and involve all three Services, and which are
appropriately executed through each Service. Only in this way
can we develop the base for extension of this technology into a
wide range of military systems.

0 Finally, an important selection factor is the potential provided
by the specific application for effecting the transfer into the
services of the new machine intelligence technology.

The choices have been initiaily made on this basis, but it is recog-
nized that further planning and the evolving technology development may
lead to a change in the choice of specific application demonstrations. It
might, for example, prove preferable to pursue an autonomous underwater
vehicle rather than a land vehicle, and a battle management system for land
compat might prove more appropriate than that for the Naval application. A
panel of the Defense Science Board has been convened to make
recommendations on how to best exploit machine intelligence technology
within DoD, and that panel will be providing information and advice for
this program. Consequently, we anticipate that some of the specifics may
change over time, within the framework that is described.

An abbreviated description of each currently planned application is
given in this section. Planning timelines are included in Appendix I that
illustrate the detailed interactions of these applications with ongoing
military programs and with the emerging new generation technology base.
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5.1.1 Autonomous Vehicles

Autonomous systems, as used herein, are true robotic devices: they
are able to sense and interpret their environment, to plan and reason using
sensed and other data, to initiate actions to be taken, and to communicate
with humans or other systeﬁs. Examples of autonomous systems include
certain "smart" munitions, cruise missiles, various types of vehicles
possessing an autonomous navigation capability, and a wide variety of
mobile and fixed robotic systems for material handling, manufacturing, and
other applications. Some of these systems exist today with operationally
useful levels of capability. Others, such as completely autonomous air,
land and undersea vehicles, and systems possessing more adaptive, predatory
forms of terminal homing, require the kinds of significant developments
anticipated in the Strategic Computing program to fully realize their
potential. These developments will both enable qualitatively different
kinds of autonomous behavior in new systems and effect dramatic quantita-
tive improvements in the operational capabilities of existing systems.

Autonomous vehicles, like other autonomous systems, are characterized
by their ability to accept high-level goal statements or task descriptions.
For an autonomous vehicle system one set of goal statements will define a
navigation task, another will be specific to its mission, for example
reconnaissance. The navigation task will usually be described both in
terms of a specific destination for the vehicle and through constraints
which 1imit the number of possible paths or routes the vehicle might use in
traversing from one point to another.

Autonomous land vehicle systems, as an example of a class of autono-
mous vehicles, could support such missions as deep-penetration reconnais-
sénce, rear area re-supply, ammunition handling, and weapons delivery. As
an example, imagine a reconnaissance vehicle that could navigate up to
50 km cross-country from one designated position to another. It would be
capable of planning an initial route from digital terrain data, updating
its plan based on informaticn derived from its sensors, resolving ambigui-
ties between sensed and pre-stored ferrain data, and incorporating landmark
prediction and identification as a navigation means. Using advanced image
understending technology, the reccnnaissance payload would perform image
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segmentation and other basic scene processing upon arrival in a designated
area, identify target objects, and report its findings and interpretations.

To develop an autonomous land vehicle with the capabilities described
requires an expert system for navigation and a vision system. The expert
navigation system must plan routes using digital terrain and environmental
data, devise strategies for avoiding unanticipated obstacles, estimate the
vehicles' position from landmark and other data, update the on-board digi-
tal terrain data base, generate moment-to-moment steering and speed com-
mands, and monitor vehicle performance and on-board systems. A1l these
functions must be accomplished in real-time to near-real-time while the
vehicle is moving at speeds up to 60 km/hr. Scaling up from laboratory
experiments indicates that such an expert system demonstration would
require on the order of 6,500 rules firing at a rate of 7,000 rules/second.
Current systems contain fewer rules, 2,000 on average, and fire at a rate
of 50-100 rules/second. ("Rules and firings" are terms used in expert
systems. "Rules" represent the codification of an expert system process
and a “firing" indicates the examination, interpretation, and response to
one rule in a particular context. In current systems, the firing of one
rule can require the execution of tens of thousands of instructions, and as
contexts become more complex the number of instructions for rule-firing
increases.)

The vision system must take in data from imaging sensors and interpret
these data in real-time to produce a symbolic description of the vehicle's
environment. [t must recognize roads and road boundaries, select, locate,
and dimension fixed and moving obstacles in the roadway; detect, locate,
and classify objects in open or forrested terrain, locate, and identify
mar-made and natural landmarks, and produce thematic maps of the Tlocal
environment, while moving at speeds up to 60 km/hr. Scaling up computing
capabilities used in laboratory vision experiments suggests an aggregate
computing requirement of 10-100 BIPs (billion equivalent von-Neumann
instructions per second) to accomplish the above tasks. This compares with
capabilities, for example, of 30-40 MIPs (million instructions per second)
in today's most powerful von-Neumann type computers.
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Of equal fimportance with the required computing capabilities outlined
above, is the weight, space, and power required by the computing systems.
For a land reconnaissance vehicle, for example, the computers should occupy
nb more than 6-15 ft3, should weigh less than 200-500 1bs., and should con-
sume less than 1 kw of power including environmental support. The require-
ments represent at least 1-4 orders of magnitude reduction in weight,
space, and power over today's computing systems. For certain space, air,
and sea vehicles, the constraints and requirements will be even higher and
will include the capability to operate in high-radiation environments.
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5.1.2 Pilot's Associate

Pilots in combat are regularly overwhelmed by the quantity of
incoming data and communications on which they must base life or death
decisions. They can be equally overwhelmed by the dozens of switches,
buttons, and knobs that cover their control handles demanding precise acti-

vation. While each of the aircraft's hundreds of components serve legiti-
mate purposes, the technologies which created them have far outpaced our
skill at intelligently interfacing the pilot to them.

This mismatch seems to be characteristic of many human con-
trolled, complex, dynamic military systems. Further, it applies to single
operator as well as multiple operator situations where crew communication
and coordination are essential for survival. It is this type of common
military problem that pulls intelligent computing technology into the realm
of creating the "personal associate."

The personal associate is viewed as an ensemble of expert know-
ledge based systems and natural interface mechanisms that operate in real-
time. In its simplest form the personal associate performs a set of
routine tasks and, when prearranged, initiates actions on its own. In this
way it frees the operator from routine overhead chores so he can attend to
more critical tasks.

In its advanced form, the personal associate performs a set of
tasks which are difficult or impossible for the operator altogether, such
as the early detection and diagnosis of the subtle patterns of an impending
malfunction. In this way the associate enables completely new capabilities
and sophistication.

We have chosen to illustrate this concept by developing a per-
sonal associate within the context of the combat pilot. Called the Pilot's
Associate, it is an intelligent system that assists the pilot in the air as
well as on the ground, not replacing but complementing the pilot by off-
loading lower-level chores and performing special functions so the pilot
may focus his intellectual resources on tactical and strategic objectives.

The associate is personal to a specific pilot in that it is
trained by that pilot to respond in certain ways and perform particular
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functions. For example, it might be instructed to automatically reconfig-
ure the aircraft to a specific control sensitivity preferred by the pilot
should the wing be damaged during combat. It also has a wealth of general
knowledge about the aircraft, the environment, and friendly and hostile
forces. It will have instruction on advanced tactics from more experienced
pilots and up-to-date intelligence information on enemy tactics to aid the
less experienced pilot on his first day of combat. These knowledge bases
will be designed for easy updating to keep pace with rapidly changing
tactical events. Certain classes of newly "learned" knowledge will be
automatically exchanged among pilot's associates.

The approach for this application is to evolve an increasingly
complex pilot's associate in increments that represent key program decision
milestones. The development will be continually evaluated in full mission
research simulators with representative combat pilots, eventually to be
moved onboard existing research aircraft for evaluation. The three thrusts
central to this development are: the interface to the pilot, the knowledge
bases to support the interface, and integration and interpretation proces-
sors that connect these.

Q The interface is based upon natural communication using advances
in speech recognition (here developed for the noisy, stressful cockpit
environment), speech output (particularly machine speech that can assume
different speaker types and styles), and graphic or pictorial presentation
of complicated information.

Knowledge bases will be developed that will be significantly
larger than any previcusly attempted. For example, the simple monitoring
of the basic flight systems (power, electrical, and hydraulic) could take
several thousand rules. These will have to be processed at rates perhaps
100 times faster than the current technology allows. The knowledge bases
that will be developed are:

0 The aircraft/pilot o) Communication 0 The mission
0 Tactics and strategy 0 Geography 0 Enemy defense
o) Enemy aircraft 0 Navigation aids 0 Friendly forces
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The processes that integrate and interpret the demands from the
interface with the contents of the knowledge bases include functions that
tie flight events to the mission plan prepared earlier, change environ-
mental and threat situaticns, coordinate with other pilot's associates in
the air and on the ground, continually change situational data bases for
local battles as they develop, and so forth.

The demand for realtime processing eventually in small, rugged
packages for onboard installation characterizes the "pull" that this appli-
cation puts on the Strategic Computing program. The knowledge gained will
directly complement important Service research programs such as the USAF
Cockpit Automation Technology effort.
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5.1.3 Battle Management

Management of large scale enterprises is characterized by deci-

sion making under uncertainty. The system must alert the decision maker to
the existence of an incipient problem, must generate potential responses to
the problem in the form of decision options, must evaluate these options in
the face of uncertainty about the outcome arising from any specific option
and with respect to often. conflicting goals, must execute the preferred
option, and monitor 1its execution, iterating on the above process as
circumstances dictate. No examples exist today of systems which directly
address each of the above steps. While many individual information
processing systems, such as the World Wide Military Command and Control
System (WWMCCS) and various intelligence systems, furnish data to the
decision maker that support such functions as alerting and option genera-
ting, the fact remains that no systems exist which directly aid such
cognitive processes as option generation, uncertainty assessment and multi-
attribute value reconciliation. These are knowledge intensive and the
development of aids in these and other c¢ritical areas will conseguently
require the kinds of expert system and natural language developments
anticipated from the Strategic Computing Program.

A battle management system (BMS), as an example of a system fto
aid in the management of a large enterprise, would interact with the user
at a high level through speech and natural language. It would be capable
of comprehending uncertain data to produce forecasts of likely events,
drawing on previous human and machine experience to generate pctential
courses of action, evaluating these options and explaining the supporting
rationale for the evaluations to the decision maker, developing a plan for
implementing the option selected by the decision maker, disseminating this
plan to those concerned, and reporting progress to the decision maker
during the execution phase.

For example, a Battle Management System for a Carrier Battle
Group would be integrated into the Composite Warfare Commander (CWC) battle
group defense system. It would display a detailed picture of the battle

area, including enemy order of battle (surface, air, sub-surface), own
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force disposition, electronic warfare environment, strike ﬁ]an, weather
forecast, and other factors developed from an analysis of all available
data. It would generate hypotheses describing possible enemy intent,
prioritize these according to their induced likelihood, and explain the
reasons for the prioritization. Drawing upon previous experience, together
with knowledge of own force and enemy capabilities, it would generate
potential courses of action, use an ultra-rapid rule-based simulation to
project and explain a 1likely outcome for each course of action, and
evaluate and explain the relative attractiveness of each outcome consider-
ing such criteria as protection of own forces, inflicting damage on the
enemy and the rules of engagement. Once the commander selects a course of
action, the BMS would prepare and disseminate the operation plan (OPLAN),
and compare the effects of option execution with those developed through
the simulation both as a check on progress and as a means of identifying
the need to replan. At the conclusion of every phase of the engagement,
the BMS would modify its expert system in the light of empirical results.

The Naval Carrier Battle Group Battle Management System (see
Chart 1.3, Appendix I for details) builds upon experience and developments
in the existing DARPA/Navy program to utilize expert systems and display
technology on the Carrier USS Carl Vinson, and can exploit potential
associated opportunities of the CINCPACFLT command center ashore.

To realize the capabilities described above will require the
development of a number of expert systems and a natural language interface.
The expert systems, for the demonstration BMS will make inferences about
enemy and own force air order-of-battle which explicitly include
uncertainty, generate strike options, carry out simulations for evaluating
these strike options, generate the OPLAN, and produce explanations. It is
estimated that in the aggregate the above functions define a distributed
expert system requiring some 20,000 ruies and processing speeds of 10 BIPs.
The natural language system alone will require a processing speed of about
1 BIP.
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Space-based signal processing requirements for surveillance and
communications will require low power, very high speed, radiation hardened,
integrated circuits based on gallium-arsenide technology. These circuits
will operate at speeds of at least 200 megahertz, with tens of milliwatts
of power required for a typical 16 kilobit memory, in radiation up to 5 x
107 rads.

While the preceeding text described a Battle Management System for a
Carrier Battle Group, it must be emphasized that the impact of the tech-
nology base required for this development extends substantially beyond the
scope of this specific application. For example, many of the hardware and
software developments would support, with different data, Army tactical
battle management at the corps, division and battalion level, Tlogistics
management, and missile defense.
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5.2 The New Computing Technology

This section describes specific technology areas in the new generation
technology base. In Section 5.2.1 we discuss three of the integrated
”intelliéent" functions: vision, speech, and natural language understand-
ing, along with expert system technology as a means of implementation.
These are areas where considerable progress has already been made, and
these functions will be inserted into applications experiments early in the
program. ‘

For these areas it will be possible to codify laboratory knowledge in
order to produce generic software systems that will be substantially
independent of particular applications. A variety of other software areas,
such as planning and reasoning, are not now as well developed. At the
beginning of the program they will be pursued in the context of particular
military applications in order to produce engineering know-how that can be
extended to a broad range of problems. We anticipate that at a later time
in the program some of these other software areas will be sufficiently well
understood that they, too, can be developed to provide application
independent software "packages."

A short description is given of each area, and a timeline for each
area is included in Appendix II. These timelines can be cross-compared
with the timelines for the functions' applications (Appendix 1) and archi-
tectural implementation (Appendix II). [t is fimportant to note that a
number of other intelligent functions will be competitively inserted into
the program at later times, as basic research matures and as the applica-
tions environments provide opportunities for their experimental development
and demonstration.

Section 5.2.2 describes the technology area of hardware/software
system architecture and design. This is the key area of the structural
design of machines and software to implement the intelligent functions.
The parameters of specific designs are set where appropriate by specific
applications experiments in which the machines will be used. This section

30



suggests the manner in which the applications and the intelligent func-
tions' requirements will "pull" the architecture and design of new genera-
tion machines. The reader can cross-compare the summary timeline for
Section 5.2.2 (Appendix II) with the timelines for sections in 5.1
(Appendix I) and section 5.2.1 (Appendix II). '

Section 5.2.3 describes the area of microelectronics. The Strategic
Computing Program will place great emphasis on the effective exploitation
of state of the art microelectronics (see also section 5.3) in order to
meet the key constraints on power, weight, volume, and performance required
by the selected applications. The development of the GaAs pilot lines is
specifically included within the Strategic Computing program. The
remainder of the supporting microelectronics technology is ongoing in the
basic DARPA program, or under development by industry, and will contribute
directly as results become available.
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5.2.1 Integrated Intelligent Functions

5.2.1.1 Vision. Computer vision, also called image understand-
ing, is the information-processing task of comprehending a scene from its
projected image. It differs from related disciplines such as pattern
recognition and image processing in that the process of image understanding
builds a description not only of the image data itself, but also of the
actual scene which is depicted. Image understanding requires knowledge
about the task world, as well as sophisticated image-processing techniques.

DARPA has carried on a basic research program in computer vision
for some years. The technology has matured to the point where it can now
be exploited in meaningful ways. Since the autonomous vehicle application
described previously stresses the technology development to a significant
extent, it will serve as the initial driver of technology research. In
order to meet objectives of the vehicle application, generic recognition
capability will be required for both vehicle navigation and for reconnais-
sance. A vision subsystem will have to provide for the recognition and
identification of obstacles that might deter local navigation and also for
landmarks that can be used to fix vehicle position in the global
navigational sense. The vision component must also be able to recognize
targets and understand, at least from the standpoint of threat evaluation,
what is happening to objects of interest from scene to scene. To achieve
these capabilities, specific advances will have to be made in both vision
software and also in the hardware that will run the necessary computer pro-
grams (see Appendix II, Chart I1.1.1).

There currently exist software algorithms that perform object
recognition in highly specific task domains but technigues will have to be
developed that generalize this capability. Furthermore, the recognition
process will have to be robust enough to permit recognition\in the face of
occlusion, shadows, and differing orientations. The key to achieving this
capability is significant advances in high-level modeling and use for
knowledge-based recognition techniques. These concerns will receive strong
emphasis in the early stages of the project. There will also be efforts to
implement discrimination capabilities to differentiate objects of interest,
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e.g., discerning obstacles as opposed to landmarks or targets. As the sys-
tem evolves, it should also develop the capacity to detect moving objects
within its range of vision, understand that they are moving, and comprehend
the relations of their movement to other objects in the scene'.

Recent progress in developing vision for navigation has been
severely constrained by lack of adequate computing hardware. Not only are
the machines which are now being used too large to be carried by the exper-
imental vehicles, but current machines are far too slow to execute the
vision algorithms in real-time. For example, in an experimental university
research program, a "corridor rover" applied a vision subsystem to navigate
itself down corridors that had various obstacles in its path. The scene is
re-analyzed after the cart has moved 1 meter. The current algorithms
require .15 minutes of compute time for each meter moved. If the vehicle
were moved at a walking pace, the computing requirements would be about
3 orders of magnitude greater. Future applications will have more complex
scenes, be required to move faster, and also require the performance of
various tasks en-route.

It is estimated that 1 trillion von Neumann equivalent computer
operations per second are required to perform the vehicle vision task at a
level that will satisfy the autonomous vehicle project's long-range objec-
tives. At best, current machines of reasonable cost achieve processing
rates below 100 million operations per second. The required factor of 106
improvement in speed will have to be achieved through VLSI implementation
of massively parallel architectures. In order to make use of these
architectures, parallel algorithms will have to be developed. Therefore,
part of the early research efforts will also concentrate on the development
of suitable parallel algorithms. It is felt that low level vision
processes can be exploited in a more straightforward fashion because of the
inherent parallel nature of images and the 1local operations that are
performed. Thus, initial emphasis will concentrate on algorithms at this
level. As a better understanding of the problems is gained, the parallel
programming efforts will evolve to embrace the higher-level vision
processes.
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The most significant technology that will result from this effort
is a generic scene understanding capability. This technology will be
exportable to a wide range of military applications, including cruise
missile en-route navigation and terminal homing, as well as a wide variety of
fire-and-forget weaponry.

Functional Objectives for Vision Subsystems

FY 86 Model and Recognize Simple Terrain with Crude Objects

FY 88 Recognize and Match Landmarks with Maps in Simple Terrain

FY 90 Recognize and Match Landmarks and Obstacles in Complex Terrain
Using Rich Object Descriptions

FY 92 Perform Reconnaissance in a Dynamically Changing Environment

5.2.1.2 Speech Recognition and Production. The program goal

for speech subsystems is to enable real-time speech input to computers and
the generation of meaningful acoustic output. Past efforts in speech
understanding have been limited by both inadequate processing capabilities
and by an inadequate understanding of the acoustic phenetics of speech.
On-going basic research programs in speech are addressing a number of the
basic issues. This program will capitalize on the results of this basic
research.
The capabilities of a speech subsystem vary along several dimen-
sions that include:
0 isolated word recognition to continuous speech
0 speaker dependent to speaker independent
0 quiet environments teo noisy, stressful environments
0 small vocabularies in limited context to vocabularies having
10,000 or more words
This program is concentrating on developing speech recognition
and generation high-performance capabilities for two generic types of
applications: One in a high-noise, high-stress environment, where a
limited vocabulary can be useful, such as in the fighter cockpit, and
another in a moderate-noise environment where a very Targe vocabulary is
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required, such as in a battle management system. The timeline for this
program ~§s  shown in Appendix II, Chart II.1.2, including specific
milestones. The technology is applicable to many other tasks; the applica-
tions cited here provide a focus for the research and insure that these
specific applications will be supported with speech.

For the cockpit application, the major challenge will be to
develop speech recognition algorithms which can operate in a fighter air-
craft environment. This includes noise levels up to 115 dB, acceleration
to several g's, voice distortions due to the helmet and facemask, and the
changing voice characteristics under the stresses of combat. The initial
computational requirements are estimated to be 40 MIPS to demonstrate
speech recognition in the cockpit, counting both the signal processing and
recognition functions. Furthermore, this hardware must be sufficiently
compact so as not to exceed the restricted space and power that is
available in a fighter aircraft.

The initial set of tasks focus on speaker-dependent isolated word
recognition in a noisy environment. The specific use of speech recognition
in the cockpit needs to be studied in detail to understand which tasks
should be performed by voice, how voice will impact other systems, what
vocabulary 1is needed, etc. Speaker dependent algorithms for recognizing
words in a noisy environment will be developed initially, and will later be
extended to speaker independent algorithms. A prototype architecture for
performing the real-time recognition ‘tasks will be developed and used to
evaluate algorithms in a simulated cockpit environment. This initial
architecture would be composed of off-the-shelf hardware and would not be
suitable for flight. Compact hardware will be developed, including custom
hardware for performing compute intensive functions such as template
matching.

Support of spoken natural language input and output for a battle
management system will require real-time continuous speech recognition and
generation of very large vocabularies of 1,000 to 10,000 words with natural
syntax and semantics, in a relatively benign acoustic environment. Tech-
nigues will need to be developed for the acquisition and representation of
knowledge of speech variability due to alternate pronunciations, context in
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continuous speech, and different speakers. Efficient parallel search
algorithms and hardware, combined with techniques for focusing attention on
key works, will be developed for dealing with large vocabularies. Auto-
mated techniques will be developed for acquiring the acoustic, syntactic,
and semantic knowledge to switch among multiple task domains. Advanced
acoustic-phonetic algorithms will be needed to distinguish among similar
words in large vocabularies. Integration of the speech system with the
natural language system will be required to perform the overall battle
management task.

Increasing speech capabilities will be developed over time, with
an initial goal of 1,000-word speaker-adaptive system, and an ultimate goal
of a 10,000-word speaker-independent system. We estimate that the computa-
tional requirements of the latter system will be on the order of 20 BIPS.

Functional Objectives for Speech Subsystems

FY 86 Recognition of Words from a 100-Word Vocabulary for a Given
Speaker under Severe Noise and Moderate Stress Conditions

FY 88 Recognition of Sentences from a 1,000-Word Vocabulary with
Moderate Grammatical Constraints in a Speaker Adaptive Mode under
Low Noise and Stress Conditions

FY 89 Recognition of Connected Speech, Independent of Speakers from a
200-Word Vocabulary with Strict Grammatical Constraints under
Severe Noise and High Stress Conditions

FY 92 Recognition of Sentences, Independent of Speakers, from a 10,000~
Word Vocabulary with Natural Grammar under Moderate Noise and Low
Stress Conditions

5.2.1.3 Natural Language Understanding. The most common way

for people to communicate is by expressing themselves in a natural language
such as English., If we can produce computer programs that can deal with a
substantial subset of English meaning, we can make headway on several
fronts. In the first place, we can provide natural language interfaces so
that tactical experts can be closely coupled with supporting databases and
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automated expert systems. Such interfaces would accept data inputs,
commands, and queries in natural language and could furnish responses
either in natural language or in the form of easily understandable text and
tables. We can also develop systems that understand streams of text to
achieve automatic input of information transmitted in that form.

Natural language research has matured to the point where it is
finding application as a man-machine interface in various commercial equip-
ments. However, its application to operational military environments is
still limited by the lack of sufficient computing capacity, an inadequate
understanding of semantics and discourse context, inadequate vocabularies,
and the conceptually challenging and time consuming problem of introducing
sufficient knowledge and semantics into the system. Ongoing basic research
programs will address some of these issues and feed into this program but
additional intensive efforts are needed to achieve the technology level
necessary for meeting the requirements of the Battle Management application
described elsewhere in this plan.

The technology subprogram in natural language has the overall
objective of achieving an autcmated understanding and generation capability
that can be used in a varfety of applications. We will undertake research
that supports this objective by focusing on the technology needed to
fulfill the specific natural language requirements of the Battle Management
problem. This approach will not only support the implementation of a
Battle Management system, but progress made in this area will also be
applicable to a wide class of similar problems. Meeting the requirements
will entail the development of a highly intelligent natural language
interface between the user and the machine. In addition, a text processing
comnonent will be developed that can classify text by its context,
determine and store the key events, and retrieve the relevant information
by contextual reference with an accuracy of no less than 95%. The timeline
for this subprogram is shown in Appendix II, chart II.1.3.

In order to achieve the desired capability of the natural lan-
guage front end, it will be necessary to make significant advances in three
specific areas. First of all, natural language understanding programs must
have a much greater comprehension of the context of the ongoing discourse
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between the user and the machine. This will significantly reduce the
amount of dialogue that has to take place by instilling the capability
within the machine to anticipate requirements of the user. Secondly, a
much more sophisticated level of natural language response on the part of
the machine is required so that information can be presented in the most
meaningful way to the user. Thirdly, an finteractive facility for the
acquisition of knowledge has to be developed. This is driven by the time-
consuming requirements of incorporating new linguistic and semantic know-
1edge in the system. In the area of text understanding, advances must be
made in the area of cognitive memory modeling and text comprehension.

In order to develop the capability we envision, several milestone
systems will be built. The first of these will integrate and slightly
extend existing natural-language interface techniques. There will then be
a dual effort, one aimed at text processing and the other at interactive
dialogue systems. Each of these efforts will result in specialized inter-
mediate milestone systems. Finally, these streams will be joined together
to achieve the full functional capability necessary to suport the Battle
Management application.

Functional Objectives for Natural Language Subsystems

FY 86 Natural-language interfaces with some understanding of commands,
data inputs, and queries (e.g., interface to a database and a
threat-assessment expert system)

FY 88 Domain-specfic text understanding (e.g., understand paragraph-
length intelligence material relating to air threat)

FY 90 Interactive planning assistant which carries on task-oriented
conversation with the user

FY 93 Interactive, multi-user acquisition, analysis, and explanation
system which provides planning support and substantive under-
standing of streams of textual information

The tasks described above will require substantially larger voca-
bularies than are currently available and significant gains in processing
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power in order to accomplish understanding and response in real time. It
is estimated that vocabularies of 15,000 words and proéessing speeds of
1 billion operations per second will be needed to achieve this goal. In
addition, to be useful for practical applications, this power must come in
compact dimensions. These constraints will generally necessitate the util-
ization of massively parallel VLSI computational devices. Such an archi-
tecture will in turn demand the reformulation and -development of parallel

algorithms for natural language understanding.

5.2.1.4  Expert System Technology. Expert System technology has

matured to become a highly exploitable application area of the science of
artificial intelligence. It is characterized by the explicit use of speci-
fic domain knowledge (usually gleaned from human experts) to develop
computer systems that can solve complex, real-world problems of military,
scientific, engineering, medical and management specialists.

Examples of successful applications include programs to perform
electronic warfare signal analysis, medical diagnosis, geological evalua-
tion of designated sites, oil well dipmeter analysis, maintenance of loco-
motives, and carrier air operations. It is a fechnology that 1is most
appropriate for command and control operations, situation assessment, and
high-level planning. Thus it will play a vital role in the military appli-
cations examples described elsewhere in this plan.

Expert system technology has evolved to a point where a variety
of general purpose inferencing and reasoning systems are available. These
systems can be augmented with specific domain knowledge to prepare them for
particular applications. Currently, the most time consuming portion of the
process of constructing an expert system is the articulation of knowledge
by the expert and its satisfactory formulation in a suitable knowledge
representation language for mechanization by computer. Thus, the plan for
expert systems technology (see Appendix II, Chart II.1.4) places heavy
emphasis on knowledge acquisition and representation.
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There are many opportunities for dramatic advances in the tech-
nology. These include advances in explanation and presentation capability,
improved ability to handle uncertain and missing knowledge and data, more
flexible control mechanisms, expansion of knowledge capacity and extent,
enhanced inference capability (in terms of speed, flexibility, and power),
development of inter-system cooperation, and improvement of software
support tools. Intensive development attention devoted to these issues can
be expected to lead to important applications of expert systems in complex
military environments. ]

The Strategic Computing expert system technology effort will
exploit these opportunities by generating and extending Al techniques, by
improving software support tools, and by wusing specialized symbolic
computational hardware. Work in representation will build toward a
capability for large (30,000 rule) knowledge bases. Inference techniques
will be extended to handle these knowledge bases even when they contain
uncertain knowledge and must operate on errorful and incomplete <data.
Explanation and presentation systems, ultimately using a 10,000 word speech
understanding system, will allow verbal inputs from (and discussions with)
the user about the systems' assessments, recommendations and plans. The
knowledge acguisition work will focus on developing facilities for
automated input of domain knowledge directly from experts, text, and data.
Software support efforts will Jlead to a progression of increasingly
powerful expert system workstations to be used in developing the needed
technology.

The achievement of these complex capabilities will severly tax
computational resources so that significant gains in processing power will
be required to perform in real time or in simulations at faster than real
time. It is estimated that hybrid expert system architectural configura-
tions will be required that can accommodate 30,000 rules and perform at a
capacity of 12,000 rules per real-time second at rates up to 5 times real
time. Due to compact size and cost constraints, it is anticipated that
this architecture wiil be realized through VLSI devices incorporating
massive parallelism, active semantic memories, and specialized inference

40




mechanisms., Such configurations will require significant efforts to
develop the algorithms required for parallel execution. It should be noted
that the rules per second quantifications are subject to many factors, and
are for comparison purposes only. Rules applied in applications late in
the program will be more complex than present ones, and their contexts for
firing will be vastly more complex than those common in present-day expert
systems.

The results of this effort will specifically support the goals of
the three example military applications. However, the resulting technology
will be substantially generic in nature so that it will significantly
advance expert systems capabilities and support a wide-range of applica-
tjons for both the Government and industry.
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5.2.2 Hardware/Software System Architecture and Design

Most of today's computers are still single-processor von Neumann
machines, and the few efforts to build commercial multiprocessor systems
have yielded systems containing only a few processors (generally less than
10). The underlying electronic circuit technology is advancing at a rate
that will provide a speed improvement factor of only 20 to 30 percent per
year, at most, for such machines. For future computer systems to have
substantially greater power, they must rely heavily on parallelism. While
many ideas have been developed for algorithms, languages, and system soft-
ware for high performance parallel machines, practical experience with
actual experimental parallel systems is still very limited, and must be
greatly expanded. |

Greater computing power can also be achieved through specialia-
tion of machines to particular computing functions. Such specialized
machines exhibit exceptional performance, but only on the class of problems
for which they were designed. Parallelism is itself a form of specializa-
tion of a machine to a class of problems. For example, array processors
will out-perform a comparably priced general purpose computer by factors of
10 to 100 on linear algebra, finite element analysis, and similar problems.
Future high performance systems for applications such as the control of
autonomous vehicles must support a diverse and demanding set of functions
with high reliability. Such systems will be composed of a variety of
modules configured to perform these many specialized functions efficiently,
in parallel, and with redundancy appropriate to the application. For
example, the control of autonomous vehicles may employ modules specialized
to signal processing to handle the image processing at the lowest level,
modules specialized to pattern matching to handle the scene analysis, and
other modules to handle cognitive functions, control, and communications.
This integration of diverse machines into complete systems depends on
standardization of hardware, software, and network interfaces.

Computer architecture is concerned with the structures by which
memories, processing nodes and peripnerals are interconnected; the computa-
tional capabilities of the processing nodes; and the software which fis
required to exploit the hardware. Ideas have been proposed for machines
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which are interconnected in a variety of ways, and given descriptive names
such as Boolean n-cubes, trees, perfect shuffles and meshes. Processor
nodes have been proposed that are designed for floating point operations,
search operations, logic operations, etc., and language and operating
system concepts have been proposed for exploiting parallelism. It is from
this collection of ideas that specific architectures have been proposed,
and in some cases simulated or constructed on a very small scale.

To understand the capabilities and limitations of a proposed
architecture, a prototype of the machine must be simulated or built, soft-
ware must be developed, and the system evaluated on a class of problems for
which the machine was designed. The role of software cannot be overempha-
sized. Existing languages are generally not applicable for highly parallel
architectures. Special compilers are needed, as are debugging tools and
tools to measure the performance of the resulting system. In evaluating a
new architecture, it is more important to initially understand the applica-
bility of the architecture to an important class of problems than to strive
for high performance in a prototype implementation. Thus, to know that a
100 processor system gives a 50 fold increase over a single node of that
system is more important than knowing the maximum instruction rate that can
be executed or knowing the exact instruction rate achieved with prototype
hardware. Once a prototype machine has been demonstrated to be promising,
higher performance versions can be built by using faster components and by
scaling the entire system to have more processors.

This program will develop and evaluate new architectures in
3 broad areas: signal processing, symbolic processing and multi-function
machines. These classes of machines are described below, along with the
development plans for each class. In general, several prototype systems
will be developed in the early phase of the program. An evaluation phase
will permit different architectural approaches to be compared. We will
select from the different prototypes those which are most successful and
which will be continued to develop high performance versions.

A timeline for the development of these computer architectures is
given in Appendix II, Chart II.2.2.
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5.2.2.1  Signal Processing. An important class of applications

known as signal processing involves taking real-time data from a sensor and
performing a series of operations on each data element. These operations
might involve transformations such as an FFT, correlations, filtering, etc.
and are dominated by performing multiplications and additions. High data
rates are common, and computation rates in excess of 1 billion operations/
second are needed. Military applications of such signal processing include
processing data from radar, sonar, infrared sensors, images and speech.

The exploitation of parallelism in signal processing will be
based on the use of computational arrays such as systolic arrays, in which
many simple, highly regular processing elements "pump" data from cell to
cell in a "wave-like" motion to perform the successive operations'on each
element of data. An architecture based on this concept will be developed,
with the goal of building a system capable of executing 1 billion or more
operations/second by 1986. Other concepts that exploit signal processing
data regularity will also be investigated. By the end of a decade, the
goal is to develop a system capable of 1 trillion operations/second.

The software support and programming languages for the signal
processing system will be developed in parallel with the hardware. Most of
the initial programming for the prototype system will be done at the
microcode level. The requirements for operating system, programming
languages and programming environments will be developed as experience is
gained using the prototype systems.

5.2.2.2 Symbolic Processing. Symbolic processing deals with

non-numeric objects, relationships between these objects, and the ability
to infer or deduce new information with the aid of programs which "reason."
Examples of symbolic computation include searching and comparing complex
structures (e.g., partial pattern matching). Applications which make
extensive use of symbolic computing include vision systems which can tell
what is in a scene, natural language systems which can "understand" the
meaning of a sentence in English, speech understanding systems which can
recognize spoken words, and planning systems which can provide intelligent
advice to a decision maker. Most programs which perform symbolic
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processing are now written in the language called LISP. Special machines,
called LISP machines, are now available commercially and offer computing
rates in excess of one MIP. Further development of these conventional
uniprocessor Lisp machines will take place under the technology infrastruc-
ture portion of the program. An ultimate performance improvement of about
50 times the current level can be achieved with these conventional
technigues and the use of advanced technology.

Current applications in areas such as vision now require about
three orders of magnitude more processing than is now available. As future
algorithms and applications are developed, even more computing power will
be necessary.

The symbolic processors of the future may well be a collection of
special components which are interconnected via a general purpose host
computer or by high speed networks. Based on software systems which have
been developed for applications in vision, natural language, expert
systems, and speech, several of these components have been identified. As
much as four orders of magnitude speedup may be available by taking
advantage of the parallelism in some of these specific areas. Some of the
components include the following:

0 A semantic memory subsystem -- used to represent knowledge relat-
ing concepts to other concepts in natural language, speech
understanding, and planning domains.

0 A signal to symbol transducer -- used to make the initial step in
extracting meaning from low level signal processing computations
(e.g., phonetic classification, or object identification from
boundary information).

0 A production rule subsystem -- a system that combines knowledge
and procedures for problem solving. A system now abcard the
carrier Carl Vinson uses this approach.

o) A fusion subsystem -- a method for permitting multiple sources of
information to share their knowledge. It is used to "fuse"

information in tasks such as battle management.
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An inferencing subsystem -- a system that uses first order formal
logic to perform reasoning and theorem proving.

0 A search subsystem -- a mechanism that explores numerocus
hypotheses, pruning these intelligently to determine likely
candidates for further symbolic processing.

The program will consist of three phases. Phase [ concentrates
on architecture design, simulation, algorithm analysis, and benchmark
development for promising architectural -ddeas such as those described
above. It will also include the development and initial evaluation of the
unigue integrated components necessary for the implementation of these
architectures, The design of concurrent LISP-Tike languages for
programming these machines will also be addressed.

Existing high-performance scientific computers such as the
Cray-1, CDC 205, Denelcor HEP, and the S$-1 will be benchmarked using a
portable LISP computer to determine their relative abilities to handle
symbolic computation.

Phase II will engineer full scale prototype versions of selected
architectures, supporting <these hardware developments with extensive
diagnostic and compilation tools. The goal of this phase is implementation
of a specific target problem on each of the selected architectures for
benchmarking purposes.

Phase III will dintegrate developments of the signal processing,
symbolic, and multi-function development efforts into a composite system
capable of addressing a significant problem domain., Such a system for the
control of an autonomous vehicle, for example, might include a high per-
formance vision processing front-end based on the computational array
technology, a signal-to-symbol transformer for classifying objects, a
fusion subsystem for dntegrating information from multiple sources, an
inferencing engine for reasoning and top-level control, and a multi-
function processor for controlling the manipulator effectors. This phase
will also pursue higher performance versions of selected machines.

5.2.2.3 Multi-Function Machines. A multi-function machine is

capable of executing a wider range of different types of computations than
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the more specialized machines described above, but at possibly Tlower
performance in the specialized machine's application domain. These multi-
function machines achieve high performance with parallelism. We aim to
develop machines of this class having 1000 processors. The processing
elements in a multi-function machine would typically be general purpose
processors or computers. These elements communicate either through shared
storage or networks with such interconnection strategies as rings, trees,
Boolean n-cubes, perfect shuffle networks, lattices, or meshes.

On the order of 6 to 8 prototype multi-function systems will be
developed, based on custom VLSI chips, commercial microprocessor chips, or
commercial processors. These systems will be benchmarked to determine how
different hardware architectures and programming strategies scale in
performance.  Subsequently, 2 or 3 such systems will be selected in this
evaluation process for continued development for advanced technology
versions and production quality software.

Central to this program is the development of programming models

nd methods which will permit the convenient development of new classes of
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ailgorithms which will contain very high levels of concurrency. The way in

ol

which concurrency manifests itself in program structures can be viewed as
resulting from the Tinguistic control method of the programming language in
which the program is written. Examples of control models which will be
investigated are the control-driven, data-driven, and demand-driven styles.
Control-driven concurrent programming models are already evolving from
existing programming languages. Examples are concurrent PASCAL, parallel
LISP, etc. In this model, program actions are sequenced by explicit
control mechanisms such as CALL, JUMP, or PARBEGIN, In the data-driven
, program actions are driven into activity by the arrival of the
The advantage of this style is that concurrency can
often be specified implicitly. The demand-driven model is based on the
propagation of demands for results to invoke actions. This style has been
successfully emploved for parallel evaluation of LISP code. In this
scheme, concurrent demands are propagated for argument evaluation of LISP

functions, It is Tikely that new or possibly composite models such as
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concurrent object oriented programming will surface, but it is also likely
that advances 1in each area will provide highly-concurrent program-based
solutions for many application areas.

An dmportant part of this project will be the implementation of
new concurrent programming languages which exploit these models. The
language development will need to be coupled with programming environment
tools

and compatible hardware and operating system software. This
development will provide the necessary computational tools to support
application studies aimed at the creation of highly parallel application
programs which can take advantage of the Tlarge Tlevels of concurrency
provided by multi-function machine prototypes. The long term goal of this
research is ultra speed, cost effective demonstrations of important
application areas such as data base access, system simulation, and physical
modeiling.

Given a particular instance of machine and a particular parallel
program, the remaining issue is how the program should be mapped onto the
physical resources in order fo permit efficient exploitation of concur-
rency. This resource allocation problem is one of the key technical issues
addressed by this program. There are two styles usually employed in the
solution of this problem: static allocation and dynamic allocation.

In a static mapping strategy, the concurrency structure of the
program is evaluated with respect to the topology of the physical machine.
The compiler can then create specific load modules for the physical nodes
of the tfarget machine. This static method is simpler than the dynamic
method but needs to be developed for each of the architectures which are
being pursued. [f the number of components is very large, then it is
likely that component failures will occur. With the static allocation
mechanism, it will be necessary to recompile the program for the current
machine configuration.

In a dynamic allocation strategy, it is still important for the
compiler to do some of the allocation task collection but the output of the
compiler is not in the form of specific load modules. Dynamic strategies

allow the loader to define the final physical target of a compiled module
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based on hardware availability., Another extension to the dynamic strategy
is to additionally move tasks around to balance system load. An important
byproduct of this program will be the development and implementation of
both static and dynamic allocation strategies but it is expected that
acceptable static allocation methods will precede the more sophisticated

dynamic strategies.
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5.2.3 Supporting Microelectronics Technology

Computing technology relies heavily on microelectronics in order
to achieve systems capabilities while meeting critical constraints on such
factors as 5size, weight, power dissipation and operating environments.
Microelectronics provides computing systems with required integration
complexity, switching speed, switching energy and tfolerance to hostile
environments. In the case of military systems, special emphasis must be
given to survival in radiation environments. Microelectronic packaging and
interconnect technologies provide additional important support in meeting
system constraints.

This program will place strong emphasis on the effective exploi-

tation of such microelectronic technology. A key concept that will be used
to exploit state-of-the-art microelectronics is te dramatically reduce the
usual long-time delays between basic research finnovations in fabrication
and packaging technology and their subseqguent exploitation by designers.
This will be done by creating a pilot line(s) for the particular technology
and at the same tfime creating the associated designer-to-implementation
system-to-foundry fdnterfaces (design rules, process test inserts, design
examples, design libraries, implementation system protocols, etc.). Once a
new technology has been demonstrated as feasible and stable in pilot-line
form, it may then be selected for inclusion in program infrastructure.
[The reader should compare the microelectronics timeline (5.2.3) with that
for infrastructure (5.3). (See Appendix II.)]

Silicon Technology. Silicon technology will be the mainstay of

this program because of its maturity and its accessibility through existing
infrastructure. Early versions of the proposed subsystems prototypes will
use the 3 x 1011 gate hertz/cm? technologies made possible by VLSI/VHSIC.
More advanced technologies such as the VHSIC Phase Il will also be utilized
as they become available. For subsystems and/or systems that require even
greater throughput this program will competitively purchase wafer level
integration technology from emerging sources. This will result in the gain
of at least ancther order of magnitude in the computational throughput of a

monolithic chip and an equally significant reduction in power consumption




for a given operation by diminishing the number of required off-chip
drives.

Even such gains will not fulfill the ultimate weight, volume, and
speed requirements of such systems as certain autonomous vehicles that will
require better than 1010 operations per second and 1011 bits of memory in
less than a few cubic ft using no more than a kilowatt of power. For these
requirements to be met, new fabrication technology must be developed
yielding devices an order of magnitude smaller than those produced today.
Ultimately, technigues now in basic research phases such as ‘ion-beam
processing technology, laser processing and x-ray lithography may be

combined with silicon molecular beam epitaxy into a pilot line system
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capable of growing multiple semi-conductor and insulator layers, adding
localized ion doping, etching via holes and depositing interconnect metal.
If successful in moving from basic research, such efforts could eventually
reduce from month to days the time required to fabricate prototype custom
circuits of high complexity.

GaAs Pilot Lines. Survivable, space based electronics: will

require the twe orders of magnitude increased total dose radiation
]
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erance that 1s inherent to GaAs based microelectronics technologies.

g

he establishment of pilot Tines, running at a throughput of at least 1C0
wafers/week, will place, for the first time, the production rigor on the
fabrication of GaAs integrated circuits necessary to achieve acceptable
yields and make GaAs circuits affordable to the military. The GaAs pilot
lines will be producing low-power, radiation-hard memory and logic chips as
fundamental building blocks for radiation hardened systems. Communication
and surveillance systems that can survive in a strategic conflict are
important components of a space-based battle maragement system. In addition
to the primary advantage of high radiation tolerance, GaAs based
microelectronics will also produce circuits with larger operating tempera-
ture range, both lower and higher than silicon, and faster on-chip
switching speed at a given-power level,

Memory Technology. Rapid-access, low-power memory subsystems

that can be operated in the field and powered from conventional sources are



needed by many applications. Today's largest disk storage systems contain
on the order of a gigabyte of memory but are too large and power-consuming
for use in the field. Progress must be made in both size and power
reduction. Systems needs for as large as 100 gigabyte memories with rapid
access are envisioned for autonomous systems. The program will capitalize
on progress in industry and in other basic research programs.

High Performance Technology. The need to increase system compu-

tational speeds may be met using fabrication technology that can tailor
materials properties by creating artificial compounds and super-lattices of
differing materials (for example by using Molecular Beam Epitaxy (MBE)
technology).  Successful pilot-lining of MBE would contribute to conven-
tional microelectronics, microelectronics with opto electronic I1/0, and
eventually to massively parallel computations wusing optical computing
elements. When available optcelectronic interconnect technology will allow
the number of cables and the power dissipation in large multiprocessor
systems to be reduced dramatically.

As Molecular Beam Epitaxy (MBE) systems advance into a practical

production tool, heterostructure devices can be fabricated to produce high

~t

requency devices. Such a development will reduce transmit-receive
satellite systems presently requiring 6 ft. dishes fo possibly hand-held
devices by utilizing the 94 GHz atmospheric window. Such systems will
contribute in a revolutionary manner to size, weight and cost of battle
management communications subsystems.

Advanced computing subsystems-on-a-chip will reguire both high
speed and high pin-count peckages. The VHSIC program is developing 250 pin
packages but these are only suitable up to a 40 megahertz clock rate. This
pregram will initiate development and/or compete the selection of large
pin-count packages, including those that employ microwave signal propa-
gation principles. Longer term efforts directed towards achieving (opto-
electronic) packages required to handle broad band operation, from d.c. to
multi-gigahertz, with up to 200 signal lines in addition to power and

ground leads will be factored into the program where appropriate.
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5.3 Computing Technology Infrastructure

In order to effectively support and coordinate the activities of the
Targe number of people and organizations in this program, we will focus our
attention early in the program on the provision of adequate infrastructure
for the enterprisé. It s intended that this be accomplished in a manner
that rapidly disseminates the technology, not only across the participants,
but across US industry.

There are three phases of activity in this part of the program.
Beginning in the first year, major emphasis will be placed on the consoli-
dation of state-of-the-art computing technology to enable rapid capitaliza-
tion and maximum resource sharing. A second phase is designed to take
advantage of early products of the program to enhance overall capabilities.
A final phase is intended to bring about a transition of the activities in
the infrastructure to make them self-supporting. These three phases result
in a cost profile which is initially high, but is reduced over the life of
the program as costs are gradually borne by recipients of the technology.
High initial investment in computing equipment, services and training also
leverages the most critical resource -- trained personnel.

The infrastructure is categorized by specific activities fo be per-
formed. The most immediate need s for availability of the products of
computing technology so as to bootstrap the development process. We will
provide common symbolic processing equipment to the selected participants
in the first two years and will supplement this with more advanced equip-
ment as it is developed in the program. Common access to high performance
networks will be provided to facilitate communication between sites and
shared use of computing resources.

Next, a set of activities address common access to services and tools
that are the means of designing and building new computers. These include
rapid-prototyping implementation services providing foundry access to
VLSI/VHSIC and GaAs fabrication lines as well as access to higher-level
system implementation services. Computers are to ‘be used extensively in

the design and analysis of new systems and these hardware and software



tools will be shared between sites by exploiting the common hardware con-
figurations, programming languages, and network communication facilities.

Finally, the most important activities in the infrastructure acceler-
ate the rate of progress. These activities appear as items integral to the
products and services Jjust described as well as specific activities in
their own right.

The following examples are representative of the methods sought fto
achieve this acceleration:

0 Use of state-of-the-art computing technology to develeop new
computing technology.

0 Shared access to capital intensive manufacturing facilities.

0 Improved productivity through use of advanced design methods and

system interoperability kits.

0 Rapid turnaround implementation services,

In addition to these, specific activities encourage collaboration
between researchers through the development of interoperability standards.
Strong interaction with the university community is coupled with the use of
the technology in the form of embedded instruction to accelerate the train-
ing and development of personnel.

The result is a powerful expansion of the traditional concept of
infrastructure., The program will produce not only an advanced technology
base in the form of facilities, equipment, institutions, and knowledge, but
also the methods for using it and accelerating its growth.

5.3.1 Capital Equipment

Hardware and software will be developed early in the program to
enable widespread use of advanced symbolic computers and communication sys-

tems in both laboratory and embedded applications.

5.3.1.1 LISP Machines. A small number (25-40 per year) of LISP
machines will be acquired during the first years of the program for use by
contractors in the conduct of research and applications development. In
parallel two new classes of LISP machines will be developed by industrial
manufacturers. One will be 10x faster than current machines and the second

k1 t
i
i

will be a low power, compact version for use in applications experiments,



field trials, and demonstrations. This equipment will be supplied to con-
tractors beginning in FY87.

5.3.1.2 Research Machines, As new machine capabilities are

developed and demonstrated in the program, other defense projects will be
able to benefit from direct access to them. We plan to develop some of
these machines and supply them with the necessary software and intelligent
subsystems for use in follow-on R&D in support of the military demonstra-
tions. Other systems will be available via a network. Industrial
production of these machines will be sought where appropriate.

5.3.1.3 Communication Networks, No element of the infrastruc-

ture is as important as the need for widening the network connection among
the various participants of the program. Beyond the obvious advantages of
sharing resources and facilities, the network is unparalleled as a means of
promoting synergy between researchers located at different sites. We plan
to work with other agencies (such as DOE, NASA and NSF) in developing a
common plan for leased wideband communication facilities to be made available
by the common carriers.
5.3.2 Services

The physical construction of complex computing equipment is a
difficult and time-consuming task, even when all the essential design
details are understood. A set of services will be put in place that sim-
plify this process, reduce cost, and provide rapid turnaround.

5.3.2.1 Integrated Circuit Implementation Service. Silicon

VLSI/VHSIC and GaAs fabrication lines will be made available as foundries
for use by selected Defense contractors. We plan to work with the vendors
to develop standard design rules for this technology and provide access via
network connections. This will extend the method already in use for
3=5 micron NMOS and CMOS of providing direct access from the designer's
system over the network to the foundry service. This service will be
expanded to provide access to advanced microelectronic technology as it is
developed under 5.2.3.

5.3.2.2 Rapid Machine Prototyping. A service will be estab-

lished to allow the rapid implementation of full scale systems with the

[@ 2]
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goal of enabling the assembly of complete multiprocessor computer systems
from initial designs 1in a period of a few months. This service will
provide rapid fturnaround services for printed circuit boards, hybrid
fabrication, system packaging, power, cooling, assembly and testing.

5.3.2.3 System Interoperability Kits. Sources will be solicited

for the design and manufacture of "system kits" dintended to facilitate
interoperability and experimentation in new computer architectures. These
standardized hardware/software environments will provide the physical means
&

of easily integrating and assembling systems into predesigned modules using

design Trames for embedding unigue custom designs as part of these systems.

5.3.3 Tools for an Integrated System Development Environment

An advanced system development environment will be constructed as

&
i

a framework for consolidation and integration of the design and performance
analysis tools that are produced by this program. This environment will
set the standards for tool development and facilitate the sharing of the

or benefit of this common

e

products of this research between sites. A ma

system development environment when coupled with rapid prototyping is that
it allows hardware decisions to be deferred and an c¢ptimal balance of
hardware and softiware achieved.

5.3.3.1  Functional and Physical Design Aids. This new genera-

ot

ion of computers will be developed using new high level tools that are
built upon state-of-the-art research in VLSI design. These tools will be
extended upward to enable system level design, assembly, and fest in a
rapid system prototyping environment., It is here that the use of computing
technology as a tool to create new computing tfechnology is most obvious.
In the functional design of a new machine architecture, its performance can
be evaluated through emulation. We expect to use dedicated hardware emula-
tion machines to assess a number of architectures for which construction
will be 4ifficuitior costly. Likewise, advanced hardware and software
approaches to physical design aids will enable more rapid and robust system

design.
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5.3.3.2  Software and Systems. Ap integrated rapid software and

systems prototyping capability is needed to support the development and
application of multi-processor systems. This capability will be developed
by building upon advanced software and systems development environments
such as ADA and LISP and extending them to support multi-processor targets.
The major problems that need to be solved to effectively apply these
architectures and achieve the required performance and resource allocation
for processor, memory, communication, and mass storage. In addition, the
application system developers need support for using the new architectures
in terms of the virtual machine interfaces that will be developed to manage
resource allocation.

The Software and Systems activities produce the most generic
software to support the application specific software. This includes
programming languages, system software, and design and performance analysis
tools for multiprocessor targets. As the technology matures, resource
allocation will become more automatic and higher level design environments
1

for multiprocessor architectures will be developed.

5.3.4 Standards

To integrate hardware and software to perform basic system func-
tions, and then to integrate those functions into systems will reguire
interoperability research. A key ingredient will be the set of protocols
that allow interaction between modules. It should be possible to access
information in a knowledge base from a speech understanding system or to
make available visicn or natural language to a navigation system. Outputs
from any of these should be available to Al based simulation and display
systems.,

We envision developing system interoperability protocols to the
point where couplings of hardware, software, and peripheral devices may be
selected and configured readily. This will include capabilities for speech
input, vision, graphics and a host of intelligent system tools including an

expert system and a LISP machine.



5.4 Program Planning

So far in this chapter, we have presented the key concepts of the
Strategic Computing plan by showing how example activities proceed under
the plan.  We now step back and summarize the overall logic of the plan,
list the compartments and activities to be planned, and discuss the
detailed tactics to be used to initiate the Strategic Computing program.

As first discussed in Chapter 4 and clarified by example in Chapter 5,
the top-level logic of the plan centers on the interactions of selected
military applications of intelligent computing with the evolving base of

technology that provides the intelligent computing. In particular,

0 Applications drive requirements of intelligent functions.

0 Intelligent functions drive requirements of system architectures.

0 System architectures drive requirements of microelectronics and
infrastructure

In order to achieve the Program's goals, we must create on the order
of & dozen different, modularly composible intelligent functional capa-
bilities. Each one, such as vision subsystems, requires the generation of
a "technical community" responsible for evolving that technology.

However, since these functions are broadly applicable to many applica-
tions, it is Tlikely that a modest number (perhaps a half-dozen) well-
selected applications will be sufficient to "drive" the whole set of intel-
ligent functions. Each of these applications similarly requires the gener-
ation of a technical community, prime contractor, or center of excellence
responsible for its evolution. A range of hardware/software architectures
must also be created, systems must be implemented as microelectronics, and
adequate infrastructure must be provided to support the entire enterprise.

Later in Chapter 6 and in Appendix IV, we provide a detailed work-
breakdown structure that compartments all these program activities for
planning and budgeting purposes. We now turn to the plans for initiating
the program,
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We are initially concerned with the develcpment of appropriate mili-
tary applications that will effectively pull the technology base. A set of
three applications have been selected for initial inclusion in the program.
Based on the results of a Defense Science Board task force study (see
Chapter 6), and a series of competitive evaluations of the most impactful
applications, we plan to augment and refine the list to a final set during
the first several years of the program, using selection criteria cited in
Section 5.1.

At the beginning of the program we will initiate work 1in the four
areas of intelligent functions (vision, speech, natural language, expert
systems) that can be exploited in the near-ferm, and drive these technolo-
gies using requirements set by the selected applications. At Tater times
we will initiate activities (as basic research matures) in the other area
of intelligent capabilities.

Activities will begin in system architecture on two fronts. The first
will be development of systems aimed at supporting the near-term intelli-
gent functions for selected appiications (an example would be a computa-
tional array processor to support vision tfechnology). Next, we plan
competition among several large symbolic processor architectures that will
be prototyped for tater evaluation and selecticn. Such processors will be
essential during later stages of the progran. Additional specialized
system architectures will be selected, later in the program timeline at
points where they are required by applications.

Certain microelectronics techneology will be developed in pilot-Tine
form early in the program (for example GaAs), in order to position the
technology for support of Tater program requirements.

A very key portion of the plan for program initiation is the early
development and deployment of program infrastructure (see Section 5.3 for
details). Research machines, network communications, implementation ser-
vices, etc., must be in place to enable program progress. A set of proto-

ols and interocperability standards must be created to insure later modular

C1
compatibility among Strategic Computing technology components. As we will
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see in Chapter 6, this means that spending on infrastructure is a moder-
ately high fraction of program spending in the first two years (although it
rapidly peaks and levels off).

Finally, appropriate program management support tools must be brought
on-1ine early in the program to insure orderly, planned, managed progress
toward program goals and objectives.

When studying the Program Timelines in the Appendices, note that the
planning framework is not a closed system "PERT" chart, but instead is open
to accommodate available opportunities and cempetively selected technolo-
gies during appropriate time-windows. Thus it is the generation of the
technology envelope that is planned, charted, and guided to achieve program

§

goals, rather than the generation of a specific computer or specific tech-

nology module.
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CHAPTER 6
PROGRAM MANAGEMENT

The management of the Strategic Computing Program will be carried out
by the Defense Advanced Research Projects Agency. This chapter describes
DARPA's approach to management of the program. Because of the importance,
size, complexity, and pace of this program a number of issues will be
addressed.

Program Coordination. The ‘importance of the Strategic Computing Pro-

gram to the national interest requires coordination with many different
organizations involved in related technologies.

Within DoD, DARPA will coordinate closely with USDRE and the military
services. Preliminary discussions have been held with representatives of
all three Services, and all have expressed strong interest in close coopera-
tion with DARPA on this program.

An agreement for exchange of information has been reached among OSTP,
DOE, NSF, NASA, DOC, and DOD representatives at a spring meeting of the
Federal Coordination Committee on Science Engineering and Technology
sponsored by OSTP. This agreement called for a series of meetings
specifically organized to exchange information in high speed computing
technology. The first of these meetings was held in June 1983, with DoD
chairing the meeting. Further meetings will be scheduled at regular
intervals until the end of the program or until otherwise mutually agreed.

A panel of the Defense Science Board (DSB) headed by Professor Joshua
Lederberg, President of Rockefeller University, has also been convened to
make recommendations to the Under Secretary on how best to use the new-
generation machine intelligence tachnology within DoD.

Program Management. The Strategic Computing Program will be managed

within DARPA., The Strategic Computing Program Manager will be assigned to
the Information Processing Techniques Office (IPTO), the lead Office.
However, significant responsibilities are allocated to other offices,
especially in the areas of microelectronics and applications.
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It is DARPA's objective to maintain a dynamic R&D environment for this
project and to manage the delicate balance between the technology-base
development and the experimentation in military applications.

The number of active working relationships may be very large because
other offices within DARPA, USDRE, universities, the Services, and industry
will all be involved. Since these relationships must be maintained to
ensure integrated planning and execution, the program will use advisory
panels to reach these groups. One of these will be a senior review group
to provide advice as the program progresses. It will consist of
representatives from the three services, 0SD, other governmental organiza-
tions, and major industrial organizations and universities. In this way
the Program will capture the best creative ideas of government, universi-
ties, and industry while continually involving the ultimate user community.
Thus group will meet quarterly with the DARPA management involved in the
program,

Similarly, other panels or working groups will be constituted to
provide communications and advice in specific areas and to keep other
groups abreast of progress in Strategic Computing.

The Strategic Computing Program planners will continue refinement and
adaptation of the program plan over time to reflect the current state of
funding and development. Efforts will be undertaken to maintain program
documentation, provide technical evaluation of progress, respond to con-
gressional (and other) fdnguiries, develop internal reporting and control
systems, support program reviews, maintain technical libraries, and dis-
seminate information in the form of technical abstracts and progress
reports, as reqguired.

Communication is a critical element of program management because many
of the important contributors will be widely dispersed. Special and unique
arrangements will be considered to establish an effective research com-
munity by leveraging existing computer tools and communications systems.
Electronic mail and electronic bulletin boards are the simplest examples.
More advanced approaches to be considered include the provision of remote

electronic views of the unfolding project planning timeline to give
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feedback on performance to community members, This is an innovative
approach that derives from successful experiences in DARPA program
activities in VLSI system design. In this way we will build a planning and

management infrastructure that enables new "intellectual entrepreneurs’ to
easily identify ways they can contribute to the program to create new
elements of intelligent computing technology and its military applications.

Program Costs and Work Breakdown Structure, The overall scale of

budget requirements 1is determined by the number and type of new tech-
nologies to be jointly introduced, and by past experience in the field in
generating equivalent technological communities or centers of expertise.
In this case we require the creation of approximately ten new "computing-
technology communities" and another five to ten "applications communities."
The scale of size of these efforts must, if past experience is any guide,
be at least on the order of a small research center (>100 professionals)
each composed of two or three research laboratories, that operate over
approximately an eight to ten year time span. This scale is consistent
with past requirements for the generation of new computing technology such
as timesharing, computer-networking, personal computing, etc. This logic
provides a top-down scaling of the enterprise as reguiring about 5 to
10 applications plus 10 technology communities of at least 100 persons
each, and thus reguires something approaching 150 million dollars per year
for a several year period around the peak of the program. \

This estimate is consistent with a bottom-up budget estimate based on
the detailed unfolding of actual and projected activities for the initial
period of the plan where specific projection can be readily made.

A program management and work breakdown structure for the program is
diagrammed in Figure 6.1. Further details of the work breakdown structure
are tabulated in Appendix IV. Figure 6.2 shows the annual cost for the
Strategic Computing Program aggregated to the program level. Program costs
for the first five years of the program are estimated to be approximately
600 million dollars,
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The logic of the sequencing of activities is reflected in the break-
down of spending in the three major categories. Spending on tools and
infrastructure is relatively high in the first two years, peaking early in
the program. Technology base activity and spending then rises fast, and
will 1ikely peak in FY 87-88. Applications activity and spending expand
moderately at first, then rapidly in the late 80s, peaking near the end of
the program. The entire program will peak about the end of the decade,
declining rapidly thereafter as program goals are achieved.

Acquisition Strategy. The basic acguisition policy is that military

applications will be carried out by industry drawing upon results of
research carried out in the universities. The computer architectures will
be developed primarily in joint projects between universities and industry.
Most of the hardware and software for intelligent subsystems will be com-
peted. There will be a selection of fdeas on especially difficult topics
from a set of several dozen Teading contenders. The most advanced artifi-
cial inteiligence ideas that seem ripe for developing will be exploited
with heavy university involvement. For these, expert judgment from leading
participants in the field will be sought and directed selection will
t. Construction and access to computing technology infrastructure
be competed.

The contract personnel responsible for accomplishing the goals of this
program will be largely drawn from industry and will consist primarily of
engineers and systems designers. By contracting with industry we will
transfer to that community computer science research results that have been
deveioped in universities, largely with DARPA funding; we will ease the
transition of the newly developed systems into corporate product lines; we
will avoid a dangerous depletion of the vuniversity computer science
community, with the inevitable slow-down in research and education. The
magnitude of this national effecrt could represent a very large perturbation
to the university community, but is a small percentage of the industrial

engineering and system-building base.
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STRATEGIC COMPUTING COST SUMMARY IN $M

FYg4  FY85  FYss  Fve7x  Fyggx
Total Military Applications 6 15 27 TBD TBD
Total Technology Base 26 50 83 TBD 78D
Total Infrastructure 16 27 36 TBD TBD
Total Program Support 2 3 4 TBD TBD
TOTAL 50 95 150 TBD TBD

* Qut-year funding levels to be determined by program progress.

Figure 6.2
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While most of the basic technology development in this program will be
jed, the emphasis on industrial efforts will provide a significant
of the leakage of information outside of the US industrial base.

Technology Transfer. We intend a significant effort toward technology

transfer of results of this program into the military services. This
ffort will include: (a) use of Service Agents and Service COTRs; (b) a
process of cost-sharing with the Services in the development of military
applications; (c) the inclusion of technology base results from this
program in Service Programs and Testbeds, and {(d) training of Service
personnel by involvement in technology base developments.

Equa??y important is technology transfer to industry, both to build up
a base cf engineers and system builders familiar with computer science and

m

[s1)

chine intelligence technology now limited to university laboratories, and

[

acilitate incorporation of the new technology into corporate product

0
Tines. To this end we will make full use of regulations for Government
procurement involving protection of proprietary information and trade
secrets, patent rights, and licensing and royalty arrangements.
Evaluation. Each of the sections of this program will have a detailed
evaluation plan. Specifically:
(1) Each of the microelectronics developments will be proposed to
particular performance specifications, e.g., radiation hardness
for GaAs, and the final deliverable will be evaluated against

c o
{

those specifications, driven by requirements.

o
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Early in the program, benchmark programs will be developed for
O 7

£
i
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evaiuation the competitive macnine architectures, For

example, different signal processor designs will be benchmarked

£z
i

with programs drawn from radar or sonar analysis, or some other

hosen signal analysis task; different symbolic processors will

be benchmarked through tasks such as evaluation of a particuiar

production rule set, or searching through a particular semantic
un

set, such as one used for natural language understanding; and,

~.i
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more general purpose processor designs will be Dbenchmarked with
applications that might involve war gaming or simulation.
Performance requirements for the integrated intelligent func-
tions, i.e., vision, speech, natural language and expert systems
will be defined by the requirements of the three (or more) chosen
military application areas, and evaluations will be performed
toward those specifications.

Finally, the military applications developed will be evaluated
using the same methods and criteria currently used by the

Services. This will simplify comparison. For example, the eval-

[

uation of the efficacy of the pilot's associate will be measured
in combat performance - - with and without - - on instrumented

combat flignt ranges.
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CHAPTER 7
CONCLUSIONS

We now have a plan for action as we cross the threshold into a new
generation of computing. It is a plan for creating a large array of
machine intelligence technology that can be scaled and mixed in countless

~ways for diverse applications.

We have a plan for 'pulling" the technology-generation process by
creating carefully selected technology interactions with challenging mili-
tary applications. These applications also provide the experimental test
beds for refining the new technology and for demonstrating the feasibility
of particular intelligent computing capabilities.

he timely, successful generation and application of intelligent

mputing technology will have profound effects. If the technology s
widely dispersed in applications throughout our society, Americans will
have a significantly improved capability to handle complex tasks and to
codify, mechanize, and propagate their knowledge. The new technology will
improve the capability of our industrial, military and political leaders to
tap the nation's pool of knowledge and effectively manage large
enterprises, even in times of great stress and change.

Successful achievement of the objectives of the Strategic Computing
initiative will lead to deployment of a new generation of military systems
containing machine intelligence technology. These systems will provide the
United States with important new methods of defense against massed forces

re

in the future - methods that can raise the threshold and diminish the like-

Linood of major conflict.

-~

There are difficult challenges to overcome in order to realize the

goals of a national program of such scope and complexity. However, we
beiieve that the goals are achievable under the logic and methods of this

plan, and if we seize the moment and undertake this initiative, the Strate-
gic Computing Program will yield a substantial return on invested resources

in terms of increased national security and economic strength.
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This appendix contains a set of planning timelines for the Strategic
Computing military application examples discussed in Chapter 5 (Sec-
tion 5.1). These timelines illustrate how the applications interact with
ongoing military programs, and how the applications pass functional
reguirements to the emerging new generation computing technology (see also
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84

85

86

ONOMOUS

87

AN

VERSION OF 10-18-83

88 l 83

} 31 |

[€¢]
N

94

ON~GOING
SUPPORTING
PROGRAMS

DARPA UNCDRVENTIONAL VEWICLE PROGRAN

HIGH AGILITY/MOBILITY VEHICLE DEVELOPHENT

LANDMARK RECOGNITION RESEARCH

3 PILOT ¥Z7

CROBE-COUNTRY VEHICLE DENONSYRATION/EVALUATION

DEVELOP ROAD FOLLOWING
EXPERT SYSTER
SOFTHARE - EVALUATE

USING YERRAIN TABLE
SIHULATION AND 3-8
LASER SCAKER

OEVELOP OBSTACLE
[AVOIDANCE EXPERT SYBTYEK|
SOFTHARE ~ EVALUATE
USING TERRAIN TABLE
SIKULATION AND 3-0
LASER SCANNER

DEVELDP EXPERY SYBTEM
SOFTHARE - QENERATE
BEQUENCE OF MANEUVERS
TG FOLLON A PLANNED
ROUTE

CROS8-COUNTRY ROUTE
PLANNING DENONSTRATION

CONTROL SYSYER £2Z73

ROAD FOLLOMING
DEMONSTRATION

OBSYACLE AVOIDARCE

DENONSTRATION
#OVER 20 KN. ROAD
CRURSE

#20 KX, PRE-SET ROUTE

#BPEEDS UP TD 10 KN/HR
@FORWARD MOYIOW QNLY

—————s] #SPEEDS UP TO 20 KM/HR

*FIXED. POLYHEDRAL
OBJECTS 8PACED NO

LESS THAN 100 .
#OBJECT << RAAD WIDTH

i WSPEEDS UP YO 5 KN/HR

#0PEN DEBERT TERRATN.
O OBSTACLES
*10 XK. TRAVERSE

SOEMONSTRATE SOIL AND

QGROUND COVER TYPING

e

PrTIZZIXLTTITIZZZZIITXND AP HAKER

=

ROAD-NETKORK ROUTE
PLANMING DEMONSTRATION

®PLAN POINT-TO-POINT
ROUTE USING ROAD NET
*USE CONSTRUCTED LAND-
HARXS AS NAV. AID
SOEWON. KAP UPOATING
*QFF-ROAD NANEUVERS TO
AVOID OBSTACLES

®/ ISOUATE

420 KH. TRAVERSE

ILITY DAYA FROM DO

CROS$-COUNTRY TRAVERSE
7/ LANDNARK RECOUNITION
PEN DESERY TERRAIN

0 G8STACLES
e wWARY LF ICI AL LANDNARKS

[WSPEEDS UP TO 30 KN/HR
FEATH PLAKNING M/ NOB-

| ITAL TERRAIN BATR BAse

MIXED ROAD ANMD OPEN YERRAIN DENONSTRATION

®UP TO 20 KN. TRAVERSE QVER DESERT TERRAIN
KITH ISOLAYED OBSTACLES

#UP TO S0 KN, ON PAVED OR UNPAYED ROADS

FCRDSE—CGUNTRV DEMEN .
%/ COMPLEX TERRAIN

*SPEEDS UP TO 80 KN/HR

410 KN. TRAVERSE

— ROUTE PLANNING INCLUDES SRANCHING ROADS.
KOBILITY FACTORS
@OTHER KOVING VEHICLES

P X

YRAP MAKER®.

OEVELOP EXFERT SYSTEM SOFTHARE FOR YHE
THIS MODULE CREATES LOCAL
MOBILIYY MAPS FROM SENSDR DATA FOR CLOBE~IN
MANEUYERING AND UPDATES THE BIOITAL
TERRAIN DATA BASE.

[ —
P —

T3 PLANNER €

#CLOSED YERRAIN. DENSE
TREE COVER., ROCKS
AMULTIPLE GOALS

- S

RASS HENORY
DEVELOPXENT

>
DEVELOP EXPERT SYSTEN ‘f DEVELOP ROUTE-PLANNING ~f &
DEVELOP VEHICLE CONTROL SOFTMARE FOR ROUTE EXPERT 8YSTEM BOFTHARE RECONNATSSANCE WISSION >
BYSTEX 80FTMARE, PLANNING TRAVERSES ON FOR CROSS-COUNTRY Le—wi  OPERATIONAL MIBSION (.
DEMONSTRATE LSING EXISTING ROAOS. SINGLE TRAVERSES IN OPEN EXTEND ROUTE-PLANKING EXPERT SYSTEW YO KULTIPLE QOAL SITUATIONS | PROTOTYPE S
BINULATED CONTROL GOAL. EYALUATE USING TERRAIN. EVALUATE USING] -t  CEXGNSTRATION ARD ¢
SYSTEKW COMNAND DATA. SINULATIONS WiTH SINULATIONS WITH EVALUATION S
OIQITAL WA® DATA. DIGITAL MAP DATA.
EXPERT SYSTEMS
AUTONOMOUS e
VEHICLE e Ol v [VARRV IV
NAVIGATION o
DEVELOP EXPERY SYSTEW
SOFTHARE TO FORNARD
ANTICIPATED WANEUVERING. JOINT ARMv/OARPA
DATA YO THE PILOT AND g REAL-T IHE EV*ﬂJ* 10w
ANTICIPATED LARDNARKS BATYLEFIELD ENVIROWNENT
TG THE KAVIGATOR.
TITTXLIITTIZZLIIZLIILI NAVIOATOR S
DEVELOP EXPERT SYSTEN /]
BOFTWARE FOR THE
“NAVIOATOR®. THIS EXTEND “NAVIQAYOR® /
MODULE INTEGRATES DATA EXPERT SYSTEN TQ JOINY ARMY/DARPA DEMONSTRATION
FROM DEAD REHOMING INCORPORATE LANDNARK REAR AREA RESUPPLY
SENSORS, INS AND OPS DATA
TO GENERAYE A -BEST®
NAVIBATION FIX.
i
o
o EANV S
JOINT ARKY/DARPA DEMONSTRATION
ROBOT BREACHING ASSAULT TANK
(ROBAT}
I ‘[
T ] T
DEVELOP VISTOM INTER-

NAVIGATION
VISION SYSTEM

PRETATION BOFTHARE

CAPABLE OF IDERTIFYING

THE CENTER OF A ROAD
ARD BEBMENTING THE
EDGES OF YWE ROAD FROK
BURRDUNDING YERRAIN AY
SPEEDS OF 10 KR/HR

TMCREASE SPEED OF
ROAD-FINOING BYSTEN

-

TS 20 KM/HR

EXTENO ROAD SENSING BOFTNARE TO UNPAYED ROADS.
MILL REQUIRE TEXTURE DIFFERENTIATION TO SEQKENT
ROAD FROM SURKOUNDINGS.

€

DEVELOF VIBION INTERPRETATION SOFTMARE CAPABLE
OF YAKING HULTI-SPECTRAL SENSOR DATA AND
PRODUCING A THEMATIC XAP OF LOCAL TERRARIN
IN AN ARC EXTENDING £80°. AND OUT 100 K..

FROM VEHICLE AY BPEEDS OF 10 KN/NR

EXTEND ROAD-FOLLOWIND SOFTHARE To
OPERATE AY SPEEDS OF UP TO 60 KM/MR

S

~{‘

A.._.._.___,\..___“__s

DEVELOP VISION BENSOR ODATA INTERPRETATION SOFTMARSE
CAPABLE OF RECOONIZING FIXED. YSOLATED
POLYB&ORAL OBJECTS ON ROAD BURFACK SPACED
300 M. AFART MMILE ROVING AT A SPEED OF 10 KN/HR

DEVELOP VISION INTERPRETATION SOFTWARE CAPASLE
OF IDENTIFYINO NULTIPLE POLYNEDRAL OBJECTS
ARD SUCH NON-POLYHEORAL OBBTACLES AS
HOLES AND DITCHES.

EXTEND OBJECT IDENTIFICATION VISION erERPRErAYxon BOF THARE

LASS OF NATURAL GBJECTS INCLUDING TREES, BUSHES. QRASSES. ROCKS.
oo carRer Ty TO INFER PRESENCE OF WIDDEN DBJECTH

{OCCLUCED TARQETS)

OEVELOPF VISION SOFTWARE WHICH CAN RECORNIZE
MOVING OBJECTE SUCH A8 YEHICLES OK ROAD

RECONNAISSANCE '::uﬂ;‘::"‘",‘."CD‘""::K'Y’;’O"” ADAPY RECOMNAISSANCE MIBBION SEMBON, ADD ACOURTIC BENSIKE A RECOKKAISAANCE DENGNSTRATION
ANDO INTERFACE
SPEECH L RECONKATRBANCE MISEION: GPLRNNING AMO REASONINU NODULE @INFORMATION FUBTON NOBULE OATA BAGE NAMAGENENT
DEVELOPMENT

®e1o8BTI2TE

[

CONKAND INTERFACE DEZION: ®RPEECH WNATTTER ORDER

ﬁu

INTERFACE FABRICATION/DENOKBYSAT [ON/EVALUATION

S




PILOT’S ASSOCIATE

VERSION OF 10-18-83

84 85 86 | 87 ] 88 | 89 90 a1 l a2 ] 93
USAF PILOT DECISION AIDING 3
JOINT TACTICAL FUSION/ALL SOURCE ANALYSIS PROGRANS 3
ON-GOING
MILITARY UBAF COCKPIT AUTOMATION TECHNOLO®Y 3
PROGRAMS ARMY AOVANCED ROTOR CRAFT INTEGRATION 3
USAF INTEGRATED FLIGHT HANAGEMENT 3
COMPLETE DEVELOPHENT AND EVALUATION OF VISUAL
l GPECIFY GENERIC USER INTERFACE }‘@ t DATA BASE CONSTRUCTION WETHODOLOGY 4 TOOLS
PECIFY BPEECH-INPUT REQUIREHENTS
PILOT r‘ e APPLICATIONS ] I INTEGRATE IMPROVED BPEECH UNDERSTANDING SYSTEMS ]
INTERFACE DEVELOP VIBUAL MODELS /‘ /‘ f
FOR INFORMATION DELIVERY
{ INTEGRATE IMPROVED VISUAL DISPLAY., SPEECH. AND AUDIO OUTPUT SYSTENS I
DEVELOP SPEECH a AUDIOC
DUTPUT HETHODOLOSY /f // /f
! DEVELOP NISSION REQUIREMENTS } // // //
® DEVELOP COORDINATED
[ GPECIFY THE INFORMATION INTEGRATION SYSTEN ]——1 @ l R8s ION PERFORMANGE i QJ
INPLEWENT INFORBATION INTEGRATION SYBTEH DEV. FLT & NAV I 7 ADAPY . COORD.
MONITORING RIRCRAFT PERFORKANCE MONITOR. SYS. 1 MISSION EXEC.
DEV. REAL TINE 8YS. { ! DEV. HISBION i
INTEGRATED ®’{ FOR TERRAIN/NAV-AIDS @ EXECUTION SYS. }‘@ !
PROCESSING I |
AND IMPLENENT KILITARY NISSION ADAPTIVE NIBSION
PERFORMANCE BYSTEN EXECUTION SYSTEM (M)
INTERPRETATION SEVELGP RiSETON @
APPLICATION SYSTEM I REPLANNING SYSTEN ‘
DEVELOPMENT DEVELDP THREART DETECTION SYSTEM DEVELOP THRERT l
AND (ENEMY COMM.., RADAR. IR, ECH. VISUAL) AVOIDANCE SYSTEM
“XPERIMENTATION Cb {Posr-uxssxon svmunrmn]
i
[ PRE-MISBION PLANNING INFRASTRUCTURE RELATING GROUND PLANNING TO MISSIONSMODULES ABOVE ]
DEVELOP TOOLS FOR HANDLING KHOWLEDGE BAGES
Pt ot A ietrt { { DEVELGP TOOLS FOR AIRBORNE MODIFICATION AND REVIEW OF KB'S ]
i A/C SYSTEM KB
@»{ PILOT CHARACTERISTICS KB }-@
DEVELOP TRANSFORMATION
KNORLEDGE PROCEDURES FOR ——w{ TERRRIN AND NAV-AIDS K8 tﬁ} l EXPARD TG ADDITIONAL GECORAPHIC AREARS AS NEEDED ]
ACQUIRING GEDGRAPHIC KB
BRSES
(KB} EXPERIMENTAL KISSIONS K8 }-@
l TACTICS AND PRAGMATICS KB lo@l COGRDINATED TACTICS KB 1—@
DEVELOP FRIENDLY FORCES KB
(COMM. IFF}
DEVELOP ENENY BYSTENS KB
(DEFENSE. FORCES)
SIKULATED BEMO MEW REAL TIHE TEST BED TEST BED @ ; ; @
REAL TINME FOR IHACE GEN- TESY BED TEST BED
INRGE SYNAMIC VISURL || QATION OF EVALURTION | | oy g yatson | | EvALUATION | | EVALUATION TEST BED PREPARE FULL SCALE! FLIGHT apapTive | ABRPTIVE
INFO OF PRIMARY OF COORD- | | EVALUATION HISSION COBRDINATED
sEQUENCES [ ossecTs H o tNPRHsynTheTIC L iont oF OF MISSION privian oF SIHULATOR DEMOS & NAV e | misston et
PREVIEWED AND COBAT TERRAIN/ | |PERFORMANCE FOR INTEQRATION | MONITORING EXECUTION
(SIKUL- SYSTENS HISBION REPLANNING EXECUTION
FOR STATIC| | vARIABLES AToR) ARENA MONITORING | | MAV-ALDS BYSTEN | |PERFORNANCE < ~ L T~
0BJECTS (SIH.}
DEMONSTRATIONS . ABAPTIVE
sg?égﬂ DEMC USER PREPARE NON~FIGHTER F‘L‘:A“VT MISSION ':‘DI“:STI‘DVNE CODROINATED
INTERFACE A/C FGR DENOS EXECUTION HISSION
QUTPUT PR HONITORING EXECUTION
CeoRaRT ¢ EXECUTION
- SIKUL- vxxs/uom_sx T~ T~ T~
ATOR} PREPARE FIGHTER Ter Areo
FOR DEKO & EVAL Fres BORNE EVAL.
SPEECH RECOGNITION:
100 WORDS. IMAGE GENERATION: 1010 wavTE ANIMATED DISPLAYS:
HIBH NOISE. 108 POLYGONS/SECOND FLIGHT STORAGE 108 POLYGONS/SECOKD
SPEAKER DEPENDENT
INTEGRATED FUNCTIONAL
CAPABILITIES REQUIRED SPEECH OUTPUT: 1000 RULE SPEECH OUTPUT: HULT. 1es090 $PEECH RECOGRITION:
MULT. SPEAKER. onl ROLe SPEAKER/KULT. S8TYLE, | | ~UE o 200 HORDS.
HUNAN BUAL. EXPERT Sveten HUMAN GUALITY., CXPERT SPEAKER INDEPENDENT
“61980A3288 500 WORD VOC. 1000 WORD VOCABULARY Al HIBH NOISE




VERSION OF 10-18-83

CARRIER BATITLE GROUP BATTLE MANAGCGEMENT SYSTEM

1.3
84 85 86 8/ 88 89 90 91 92 S3
ON-GOING g U.5.8, CARL VINSON TESTBED _2
MILITARY g INFORMATION MANAGEMENT RESEARCH PROGRAK Z
PROGRAMS é -
EXPERT SYSTEM, DISTRIBUTED COMPUTING TECHNOLOBIES

} REABONING WITH UNCERTAINTY }-i%

INFORMATION FUSION i L; READINESS ASSESSMENT

]

S
-—————*—{ EXPLANATION } ‘

DISTRIBUTED CONTROL STRATEQIES % hi
I NATURARL LANBUAGE }-——*-1 [ DISTRIBUTED COMMUNICATIONS HCTHODS F—*——
T

[V o)
TRUTH MAINTENANCE ]

INTERACTIVE KNOWLEDBE ACQUISITION I [

APPLICATION JEVELOPMENT

[

PLANNING

{ RULE-BASED SIMULATION J\
y nL

DEVELOP CARRIER BATTLE GROUP DOMAIN SPECIFIC
KNOWLEDGE BASE INCLUDING RULES OF ENGAQEMENT,
NMAVAL DOCTRINE, WEAPONS SYSTEMS CHARACTERISTICS.
PLATFORK PERFORMANCE CAPABILITIES. PROCEDURES
OF AMALYSIS, HEURISTICS OF PLANNING, ETC.

Y NA ¥
FUNCTIONAL CAPABILITIES

THRERT ASSESSMENT REASONING ] [

STRIKE ACTION PLAN GENERATION F‘—*——————‘*—

{ CARRIER BATTLE SIMULATION I

—*"*-—*——’4 MACHINE INTERFACE . ]

DISTRIBUTED PROBLEM SOLVING
]
PARALLEL REASONING PROCESSOR
uh
ARCHITECTURE o o
{ DISTRIBUTED EXPERT SYSTEM ARCHITECTURE lL
[Vl
[d C
P pJ
' /
THREAT ASSESSMENT
THREAT ASSESSMENT NITH APPROPRIATE THREAT ASSESSMENT JIVERSE EXPERTS
IN AN OPPOSED DEFENSIVE RESPONSE
UTILIZING THO CONTRIBUTING
CARRIER BATTLE RECOMMENDATION
COOPERATIVE EXPERTS. SPECIALIZED
+ NP GROUP SYSTEM DEALS SYSTEN PERFORMS
DEMONSTRATION SYSTEM HAS 800D EXPERTISE TO
: o WITH UNCERTAINTY RUDIHENTARY
AN PDSTULATES KNO: Enoe KNOWLEDGE ACQUISITION., SOLUTION OF
: SOPHISTICATED PLANNING THREAT ASSESSMENT
MULTIPLE HYPOTHESES ACQUISITION,
CAPABILITY AND CAN AND DEFENSE
WITH VARYING LEVELS LOMBINES MULTISOURCE vt T D A s NESPONAE
OF CONFIDENCE DATA AND HAS NOVICE ;
PLANNING CAPABILITY
S0 RULES 1000 RULES 10,000 RULES PER SECOND
INTEGRATED PER SYMBOL PROCESSING PER HIGHLY COMPLEX CONTEXTS
SECOND SECOND 5y REAL TIME
FUNCTIONAL
CAPABILITES
DATA BASE ACCESS
REQUIRED

108 RECORDS/SECOND
WE196CJ3285




APPENDIX 11

COMPUTING TECHNOLOGY PLANS

This appendix contains a set of planning timelines for the Strategic
Computing technology base examples discussed in Chapter 5 (Section 5.2).

These timelines illustrate how the technology base is "pulled" by
functional requirements passed tc it by the military applications (See
App. I). They also show how the technology base is open to exploitation of
discoveries and technologies produced under ongoing 6.1 (basic research)

programs.




VISION SUBSYSTEMS

VERSION OF 10-18-83 IT.1.1

84

85 86 87 88 83 80 91 92 93

FUNCTIONAL CAPABILITIES
AND MILESTONES

GLOBAL NAVIGATION
IN MORE COMPLEX
TERRARIN USING
RICH OBJECT DESCRIPTIONS
(I.E., ROUGH TERRAIN
WITH DENSE OBSTACLES.
SENSOREQ~BASED PATH
PLANNING])

LOCAL VEHICLE MOTION
IN SIMPLE TERRAIN USING
CRUDE OBJECT DESCRIPTIONS
(I.E., SMOOTH TERRAIN,
SPARSE OBSTACLES, SENSOR~
BASED OBSTACLE AVOIDANCE)

A

GLOBARL NAVIGATION
HITH LANDMARK TO
HAP CORRESPONDENCE
IN SIHPLE TERRAIN

A

RECONNAISSANCE IN
A DYNAMICALLY CHANGING
ENVIROMENT
(I.E.., RECONIZING
TRARGETS AND THREATS)

A

N
RANGE DEVELOP ACTIVE RANGE ACQUISITION
ACQUISI-~ SYSTEM FOR TERRAIN AND OBJECT DEVELOP PASSIVE RANGE ACQUISITION
TION DESCRIPTION SYSTEKM USING STERD AND MOTION
TERRAIN AND DEVELOP ANALYSIS TECH-
0BJECT NIQUES FOR VARIBLE RE- DEVELOP SYMBOLIC DESCRIPYION OF CURVES,
MODELING SOQLUTION RANBE DATA SUBRFACES, SPACE. AND SOLIDS RECOGNITION DEVELQP FUSION TECHNIQUES FOR

FOR NAVIGATION

MULTIPLE KNOKLEDSE SOURCES AT

MULTI-SPECTRAL
CBJECT
RECOGNITION

ALGORITHM

DEVELOPMENT CORRESPONDENCE
OF MAP TO

SENSED DATA

OBSTACLE
AVOIDANCED
AND PATH
PLANNING

SPRTIAL
AND
TENXPORAL
REASONING

DEVELOP COARSE

SIZE. COLOR.

CLASSIFICATION BASED ON

SHAPE
SPATIAL RELATIONS FOR

OBSTACLE IDENTIFICATION

MULTIPLE SCALES FOR BOBUTNESS
AND VERSARTILITY

CBJECT DEVELOP REFINED OBJECT CLAS-
SIFICATION INCORPORATING TEXTURE
AND DETRILED 3D SHAPE

FOR RECONNAISSANCE

DEVELOP LANDMARK IDENTIFICATION
FOR NAVIGATION AND PATH PLANNING

DEVELOP TECHNIQUES FOR CHANGE

DEVELOP SYSTEM FOR
DETERMINING OBSERVER
LOCATIONS

DEVELOP SYSTEM FOR AUTOMATIC

OETECTION AND INCONSISTENLCY MAP CENERATION

DETERMINATION FOR UPDATING MAP

MODIFYING PATHS

DEVELOP METHODS FOR

KINED FROM MAP
DATA ONLY

DEVELOP METHODS FOR SENSOR~-
BASED PATH PLANNING WITH

DETER- LANDMARKS

DEVELQP METHODS FOR UNDERSTANDING
SPATIAL AND TEMPORAL CHANGE

ARCHITECTURE

(E.G.

LOW~-LEVEL STREAK PROCESSOR
SYSTOLIC ARRAY. PROCESSOR)

® ®

HIERARCHICAL MACHINE FOR

DBJECT SEGMENTATION AND REGION AGGREGATION HIERARCHICAL MACHINE FOR 30 VISION

2IXEL-PRRRLLEL MACHINE FOR IMAGE AND STEREQ PROCESSING SEMANTIC INTERPRETATION MARCHINE FUR KNOWLEDGE-BASED VISION

ARCHITECTURAL
CAPABILITY

(:)512 PROCESSING ELEMENTS
3 MHZ CcLOCK

<:>5122 PROCESSORS. 1 MHZ CLOCK

<:>3 SCALES (5122, 2582, 1282)
8 K BITS, 4K PROGRAM STORAGE/PROCESSOR

(:)1 TRILLION VON-NEUMANN EQIVALENT
1 MHZ CLOCK INTRALEVEL

INSTRUCTIONS PER SECOND
1.5 BIPS FEXIBLE LOCAL INTERCONNECTION 1 MHZ CLOCK INTERLEVEL (:) s
250 BIPS 500 BIPS 10® PROCESSORS AT
R E Q U I R E D 1MHZ SYMBOLIC PROCESSINE RATE
ON_..GO I NG BRS I C RESEHRCH LOW LEVEL: TEXTURE. SEGMENTATION. SHADING
I N M R C H I N E v I S I ON INTERMEDIATE LEVEL: SHAPE OPERATORS. STEREUO., OBSERVER MOTION, OBJECT MOTION. GROUPING

HIGH LEVELs SHADOHWS.,

OCCLUSIONS .,

FUSING MULTIPLE SOURCES. INTERPRETATION, OBJECY MODELING

HWE1968DB32858




SPEECH SUBSYSTEMS B

200 CONNECTED WORD RECOG-
100 WORD. SPEAKER DEPENDENT NITION, SPEAKER INDEPENDENT.
RECOBNITION, S8EVERE NOISE., RESTRICTED GRAMMAR, BEVERE
FUNCTIONAL CAPABILITIES HODERRTE sTRES® NOISE/NODERATE STRESS
AND MILESTONES A 1,000 WORD CONTINUOUS SPEECH A 10.000 WORB, CONTINUOUS SPEECH
RECOGNITION, SPEAKER ADAP- RECOGNITION, SPEAKER-
TIVE. INTERMEDIATE GRAMMAR. INDEPENDENT NATURAL GRAMMAR,
LOW NOISE, LOW STRESS MODERATE NOISE. LOW STRESS
z 2 Z 2
7 A
EVALUATE TACTICAL DEVELOP SPEECH 4
SPEECH ENVIRON- GENERATION #
MENT AND TASK CAPABILITY - . —
LE%
DEVELOP NOGISE REDUCTION DEVISE NOISE-RESISTANT. TEMPLATE MATCHING
AND MICROPHONE TECHNIGUES 2 DISTANCE METRICS
%
,ofgzé.grpeg;_csuﬁégg:s DEVELOP TEMPLATE MATCHING i DEVELOP TEMPLATE MATCHING
A TECHNIGUES FOR NOISY SPEECH TECHNIGUES FOR STRESS
IN NDISE
v AT i yd A s VAT A . A Z
2. i 2 Z. e v yd 2z v /
ALGORITHM DEVELOPMENT DEVELOP DATABASE AND RULES FOR DEVELOP AND EVALUATE 1000 WORD ¢
ACOUSTIC~PHONETIC RECOGNITION CONTINUOUS RECOGNITION SYSTEM
DESIEN DEVELOP ALGORITHMS FOR SPEAKER = =
KNOWLEDGE REPRESENTATION NORMALIZATION AND ADAPTATION ’ ya
SCHENES (1.E. LEARNING) Y
' g DEVELGP SEARCH AND CONTROL STRATEGIES FOR DEVELOP AND EVAUATE 10.000-KORD
TP ENENT AN EVALGRTE SPEAKER-INOEPENDENT LARGE VOCABULARY TASK CONTINUOUS RECOGNITION SYSTEM
ALTERNATIVE KNOWLEDGE REPRESENTATION M z
A A
DEVELOP ACOUSTIC PHONETIC DEVELGP AUTOMATED TECHNIQUE FOR
ALGORITHMS FOR FINE MULTI-TASK KNOWLEDGE ACQUISITION
DEVELOP PARALLEL SEARCH ALGORITHMS g PHONETIC DISTINCTIONS #
1%
, i " DEVELOP SYNTAX AND TASK DOMAIN INTERFACE WITH NATURAL LANGUAGE A
fISTRATECIES FOR SPOKEN NATURAL LANGUAGE PROCESSING
a4 Z . . Z . y
DESIEN COCKPIT DEVELGP REAL-TIME PROTGTYPE PARALLEL INTEGRATE VLSI HARDWARE FOR
RECOGNITION FROM OFF-THE-SHELF SEARCH LARGE VOCABULARY
HARDWARE HARDHARE HARDWARE & CONTINUOUS SYSTEM
+
ARCHITECTURE DEVELOP CUSTOKM VLSI INTEGRATE CGMPACT SPEECH SYSTEM
TEMPLATE MATCHER FOR COCKPIT
[ oeveLoP VLSI SPEECH INPUT/OUTPUT PROCESSOR | ®DEVELOPED UNDER ARCHITECTURE SECMENT OF PROGRAM
CAPABILITY REQUIRED 40 MIPS 500 MIPS 20 BIPS
ON-GOING BASIC RESEARRCH
IN SPEECH RECOGNITION NULTIPLE MICROPHONES. ACOUSTIC PHOMETICS. SPEAKER INDEPENDENCE. LARGE VOCABULARIES, CONNECTED SPEECH. TEXT-TO-SPEECH CONVERZION

HeisBBEI288



NATURAL LANGUHAGE SUBSYSTEMS

VERSION OF 10-18-83 L11.1.3

84 85 86

87

88

83 S0

91 g2 93

FUNCTIONAL CAPABILITIES

AND MILESTONES

NATURAL-LANGUAGE

INTERFACES
(E.8. UNDERSTANDING OF
SIMPLE COMMANDS AND
QUERIES TUO DOATABASES AND

DOMAIN~-SPECIFIC TEXT

UNDERSTANDING WITH KNOWLEDGE

! RCQUISITION AND DYNAMIC
INFORMATION UPDATING

[ (E.B. UNDERSTAND PARAGRAPH-

INTERACTIVE MULTI-USER

THREAT-ASSESSMENT i LENGTH ODESRIPTIONS COF

SYSTEM) INTELLIGENCE MATERIAL
| RELATING TO AIR THREAT
A {WITH A 3000 WORD VOCABULARY ‘

INTERACTIVE PLANNING
ASBISTANT
(CAN CARRY ON CONVERSATVION
AMDO ACTIVELY HELP USER

ARCRBUISITION, ANALYSIS. AND
EXPLANATION IN A DYNAKIC
EMVIROMENT (E.Q. PROVIDING
NATURAL-LANQUARGE-BASED

FORM A PLAN}

A

PLAKNING SUPPORT AND
SUBSTANTIVE UNDERSTAHDING
OF STREAKS OF TEXTUAL
INFORMATION

ALGORITHM
DEVELOPMENT

REPRESENT SIMPLE MODELS OF

BUILD & USE DETAILED DOMAIN-SPECIFIC
MODELS OF USER’S GOALS & PLANS
& OF LIMITATIONS OF USER‘S & SYSTEM'S

BUILD & USE MODELS OF CODPERATIVE
4 COHPETITIVE PLANNERS

MODELS OF DEVELOP MODEL WHICH WOULD ALLOKW
INTENTIONAL LOCAL INFORMATION AND INTENTIONS OF ACTORS TO BE [NFERRED
ACTORS PRESENTATION NEEDS OF DATA FROM WRITTEN REPORTS
BASE/EXPERT BYSTEM USERS
STRUCTURE BUILD MODELS OF SIMPLE INTRA- BUILD & USE MODELS OF SIMPLE
oF 4 INTERSENTENCE DISCOARSE STRUCTURE PARAGRAPH~LEVEL DISCOURSE STRUCTURE
DISCOURSE (E.8. PRONOUNS., ELLIPSIS, & FOCUS)
PLANNING DEFINE USER'S CONCEPTUAL VIEW DEVELOP TECHNIQUES FOR PLAUSIBLE
AND REASONING & PROVIDE INFERENTIAL MEDIATION
. REASONING WITH DEGREES
TECHNIQUES BETWEEN THAT VIEW AND DARTABASE/

NATURRL LANGUARBE
GENERATION AND
EXPLANATION

MEMORY MANARGEMENT
AND LEARNING
TECHNIQUES

SUPPORTING
TASKS

OF UNCERTAINTY

DEVELOP WETHODS FOR ASSIMILATING
TEXT INFORMATION INTO PRE-EXISTING
KNOWLEDGE STRUCTURES & FOR
EXPLAINING TEXT INTERPRETATIONS
DEVELOP PROGRAMS WHICH CAN EFFECT
SUBSTANTIAL REORGANIZATION OF
EXISTING KNOWLEDGE STRUCTURE
ON _BRSIS OF TEXT

EXPERT-SYSTEM STRUCTURE

DEVELOP TECHNIQUES FOR INTERACTIVE
ACQUISITION OF LINQUISTIC KNOWLEDGE

KNOWLEDGE

MODEL STRUCTURE OF COMPLEX CONVERSATION

DEVELCP METHOONS FOR HANOLING
ILL~-STRUCTURER OISCOURSE &
ERRORFUL INPUY

DEVELOP TECHNIQUES FOR REASONING UNDER
BELIEFS CONTEXTS, PLANNING COMMUN-
ICATIONS ACTIONS., & KNOHLEOQE- BASED

REASONING ABOUT USER INTENT

DEVELOP AN INTELLIBENT KNOWLEDGE-
BASED PLAN CRITIC

STSTEMS WITH QUESTION-GENERATING
CAPABILITIES FOR OBTAINING NEEDED
INFORMATION FROM USER

DEVELOP MAN-MACHINE COOPERATIVE PLANN

NG DEVELOP PROGRAMS FOR

NEW CENERALIZATIONS

CENERATING EXPLANATIONS INVOLVING

DEVELOP NATURAL-LANSUARCE-BASED SUPPORYT FOR SPEECH HYPOTHESIS TESTING

DEVELOP NEW TECHNIQUES FOR CONTENT-
BASED INFORMATION RETRIEVAL 2
THE DISCOVERY OF GENERALIZATIONS
BASED ON MEANING SLEANED FROM
KASSIVE AMOUNTS OF TEXT

DEVELOP PARALLEL ALQORITHMS FOR PLANNING, INFERENCE., & RECOGNITION

ARCHITECTURE

LISP MACHINES

GENERAL ARCHITECTURES FOR COWPLEX PROCESSING (E.8.. PRRALLEL SYMBOLIC PROCESSOR) ]

——

SPECIALIZED LANGUAGE PROCESSING ARCHITECTURES

|

L

COMPACT SPECIALIZED LANQUAGE PROCESSING HARDWARE SYSTEMS

ARCHITECTURAL
CAPABILITY
REQUIRED

30 MIPS

300 MIPS

1 BIPS

ON-GOING BASIC RESEARCH
IN NATURAL LANGUARGE

We18960C3286

LINBUIBTIC ACTS, USER AND CONTEXT MODELING, LANGURGE QENERATION., LANGUAGE PORTABILITY, COMMON SENSE AND PLAUSIBILITY




EXPERT SYSTEMS TECHNOLOGY

VERSION OF 10-18-83 theted
1

84 85 86 [ 87 | 88 | 89 | 30 91 | 92 | 93
BITUATION ASBEBBMENT DYNAMIC ADAPTATION OF EXPERT SYSTENS HULTIPLE CODPERATING ?
FUNCTIONAL CAPRBILITIES WITH CONFIDENCE WITH SENSORS AND BPEECH INPUT EXPERT SYBTEKS WITH {
AND MILESTONES LEVELS OF CONCLUSIONS 10,000 RULES PLARNING CRPABILITY ;
3000 RULES 4.00 RIPS 30,000 RULES ;
1000 RIPBE REAL TIME 12,000 RPS !
1/8 - 172X RERL TIME CONPLEX RULE-FIRING CONTEXTS 5X REAL TIME I
HMODEST CONTEXT COMPLEXITY RIGHLY COMPLEX CONTEXTS ]
j

® RULE INFERENCES PER SECOND A A

DEMOMSTRATE ADVANCED KNOWLEDGE REPREBENMTATION CAPARBILITIES

EXTEND & EVALUATE KNOWLEDGE

REPRESENTATION STRATEGIES FOR LARGE EXPERT SYSTENS

= 4 P 4
ADD MECHANISHS TO DEAL ADD NECHANISNS TO HANDLE
RITH CAUSALITY HEURISTIC KNOKLEDGE ABOUT PROCESSES
KNOWLEDGE
REPRESENTATION
ADD MECHANISNS TO DEAL WITH ADD MECHANISHS TO DEAL MITH ADD MECHARISNS TO HANDLE
HULTIPLE LEVELS OF DESCRIPTION TEMPORAL KNOWLEDGE QUALITATIVE KMOMLEDSE
ADD MECHANISNS TO HANDLE KNOMLEDGE
ABOUT PEOPLE AND OTHER EXPERT SYSTEHS
IMPLEMENT STRATEGIES FOR PROBLEN DENONSTRATE ADVANCED INFERENCING 1
DEPENDENT REASONING IN AN EXPERT SYBTEN AND PLANNING TECHNIGUES =
INTEGRATE NULTIPLE
INFERENCE 4 A 4 EXPERT BYSTEMS INTO
IMPLENENT TECHMIGUES TO DEAL WITH DEVELOP SYKBOLIC SIMULATION || IMPLEMENT METHOOS TO BETECT 4 A COUPERATING QROUR
UNCERTAIN OR MISSING KNOMLEDGE TECHNIQUES FOR LOOK-AHEAD | HANDLE ERRORFUL KNOWLEOGE & DATA
OR BATA
DEVELGP TECHNIGUES DEVELOP ABVANCED EXPLAN- DEVELGP DIAGNGSTIC AND QUERYING
FOR SUMMARIZING DEVELGP TECHNIGUES FOR TRANSFORMING ATION TECHNIQUES FOR TECHNIQUES FOR INTELLIGENT
STEPS IN SIGNALS INTO SYMBOLS DISCUSSING INTERMEDIATE INFORMATION GATHERING FROM
REASONING PROCESS 4 FINAL CONCLUSIONS USERS AND OTHER SYSTEMS

EXPLANATION &

PRESENTATION INTEGRATE NATURAL DEYELOP COMPACT EXPLANATION AND INCORPORATE ADVANCED NATURAL
LANGUARE INTERFACE PRESENTATION A1DS LANGUARGE CAPABILITIES
INTEGRATE 1000 WORD INTEGRATE 10,000 WORO
SPEECH UNDERSTANDING SPEECH UMOERSTANDING
8TSTEN SYSTEN
DEVELOP TECHNIGUES FOR KNOWLEDGE IMPLEMERT EXPERT SYBTEN DEVELOP SYSTEM TO DYNAMICALLY CREATE R DEVELOP SYSTEM TO USE
BASE REPRESENTATION & REFINEKMENT FOR KNOWLEDGE ARCQUISITION KNOWLEDGE BASE FROM EXTERNAL DATA ANALORY FOR ACQUIRING KNOWLEDSBE
KNOWLEDGE DEVELOP KNOWLEDGE BASE DEVELDP SYSTEKM TO IDENTIFY AND RESOLVE DEVELOP SEMI-AUTOMATIC AND AUTOHATIC
RCQUISITION BROWSING TECHNIQUES INCONSISTANCIES IN KNOWLENGE BABE ; KNOKLEDGE RE~DRGANIZATION TECHNIQUES

DEVELOP SYSTEX T0O REASON ABOUT

DEVELOP BYSTEM FOR
AND UPGRARDE IT’S OWN KNOWLEDGE

NAINTAINING KNOWLEDGE BASES

DESION SOFTWARE TOOLS AND ARCHITECTURES
IMPLERENT LANGUAGES FOR INFERENCING
FOR KNOWLEDGE SYSTEM DEVELOPHENT \ INTEQRATE SOFTARE INTO
SUPPORT AN ADVANCED EXPERT
SOFTRARE DEVELOP KNOWLEDGE DESCRIPTION TOOLS /" SYSBTEM HORKSTATION
IMPLEKENT EXPERT SYSTEM WORKSTATION oBUECTS CONCEPTS FROCESSES
-\ Aa A
ARCHITECTURAL .
CRPABILITY 10X LISP MACHINE SMART MEMORY PARALLEL RULE INVOCATION 10 BIPS
REQUIRED 100 MIPS 600 MIPS

ON-GOING BASIC RESEARCH
IN EXPERT SYSTEMS

HELABDEZ286

SOFTHARE ENCINEERING TOOL8., CONTROI. STRATEGIES, EXPLANATION, REASONING METHODS, REPRESENTATION AND LEARNING




MACHINE HARDWARE

SOFTWARE ARCHITECTURE

1I1.2

VERSION OF 10-18-83

84 85

8&

87 88 88

80 91

g2 83

SIGNAL PROCESSING

DEVELOP PROTOTYPE COMPUTATIONAL
ARRRAY COMPOKENTS AND INTERFACE SYSTEN

INTEGRATE AND
EVALUATE PROTOTYPE
COMPUTATIONAL
ARRAY MACHINE

UPGRADE PROTOTYPE DEVELGP HIGH PERFORMANCE

ig::grczéz¥:; - COMPUTATIONAL ARRAY MACHINE
(1GFLOPS) (COMPACT, LOW POWER. RELIABLE}

5 3

DEVELOP BASIC BOFTKARE FOR
COMPUTATIONAL ARRAY HACHINE

MICROCODE INITIAL APPLICATIONS

DEVELOP VLSI PROGRAMKABLE FLOATING POINT
COXPUTATIONAL ARRAY CHIP

DEVELOP RECONFIQURABLE S8ENSIN@ S8TRUCTURES

DEVELDP SYSTEK SUPPORY TOOLS FOR
COMPUTATIONAL ARRAY MACHINE APPLICATIONS

INTEQRATE SENSINQ TECHNOLORY
WITH
SIBNAL TO SYKBOL TRANSDUCER

DESIGN FLOW CONRTROL LANQUAGE
FOR COMPUTIONAL ARRAY MACHINES

it IKPLEMENT FLOW CONTROL LANGUAGE

UPGRADE ARCHITECTURES FOR HIGH PERFORMANCE
TECHNOLOGIES, INCLUBDING PACKAGING.
MANUFARCTURING., AND HIGH SPEED PROCESSING

SYMBOLIC PROCESSING

DEVELOP SYSTEK SOFTWARE ARCHITECTURES
AND LANBUAGES FOR PARALLEL SYMBOLIC
PROCESSING TO SUPPORT SEMANTIC
NETWORK RETRIEVALS, INFERERNCING
FUNCTIONS, REASONING, LEARNING

DEVELOP MACHINE SPECIFIC RUN-TIME SOF
DIAGNOSTIC TOOLS., COMPILERS, AND INTE

THARE .,
RFRCES

BUILD HIGH PERFORMANCE COMPUTATIONAL ARRAY MACHINES

DESIGN AND SIMULATE PARALLEL
ARCHITECTURES FOR EXECUTING BYMBOLIC
FUNCTIONS (E.Q. SEMANTIC NETKHORKS.
PRODUCTION RULES, INFERENCING
SIGNAL TO SYMBOL TRANSFORMATIONY

DEVELOP STRATEGIES FOR AUTOMATICALLY
ALLOCATING MULTI-PROCESSOR COHPUTING
RESQURCES TO TASKS

DEVELOP BENCHMARK SOFTHARE
FOR VISION., NATURAL LANQUAGE.
AND EXPERT SYSTEMS

BUILD HIGH PERFORMANCE SYMBOLIC PROCESSORS

BUILD HIGH PERFORMANCE MULTI-FUNCTIDN HACHINES

DEVELOP KEY HARDWARE COMPONENTS FOR
CONCURRENT SYMBOLIC COMPUTING., INCLUDING
UNIFICATICON, PARTIAL PATTERN MATCHED
RETRIEVAL, SBEMANTIC MEKORY CELLS

viLsI

DEVELOP SEVERAL SELECTED PROTOYYPE
SYKMBOLIC PROCESSORS USING CUSTONM

COMPONENTS

IDENTIFY AND CHARACTERIZE
CONCURRENCY AND QRANULARITY
OF COMPUYATION FOR VISION,
NATURAL LANGUAGE AND EXPERT
SBYSTEMS. DEVELOP BENCHMARKS.

EVALUAR

ARCHITECTU
DEVELOPNENT

RESULTS AN

TE AND SELECT

RES FOR PROTOTYPE
BASED ON SIMULATION
D TEST COMPONENTS

IDENTIFY AND CHARACTERIZIE
CONCURRENCY FOR OTHER
APPLICATIONS, INCLUDING RAPID
DATA BASE ACCESS AND NAVIBATION

BENCHMARK PROTOTYPE MACHINES

DESIGN COMPUSITE MACHINE FOR
SELECTED MILITARY APPLICATIONS

BUILD COMPOSITE HMACHINES., INTEGRATING
SIGNAL PROCESSING SYMBOLIC PROCESSING
AND MULTI-FUNCTION COMPONENTS

DEVELOP SOFTHARE FOR COKPOSITE MACHINE

MULTI-FUNCTION MARCHINES

DEVELOP PROTOTYPE ARCHITECTURES

||

FOR MULTI-FUNCTION HMACHINES
WITH 100-1000 PRUCESSORS

DEVELQP CONPUTATIONAL HODEL.

INTECRATE PROTOTYPE
S8YSTEH WITH
MOMITORING SYSTEN

EVALURTE AND
SELECY MACHINES
AND SOFTHARE

LANGUAQGES., OPERATING SYSTEMS.

DEVELOP ENHMANCEDRD ARCHITECTURES

BRSED ON EVALUATION

STATIC ALLOCATION MECHANISKS

|
=

DEVELOP ALQGORITHMS AND
MULTI-FUNRCTION HACHIKNE
APPLICATIONS

SYSTEMS FOR

INTEGRATED PROCRAM ENVIRONMENT. ALTERNATE
LANBUAGES, AND ROBUST OPERATING SYSTENS

FURTHER
SELECT AND CODRE DEVELOPMENT
BENCHMARK
APPLICATIONS

INTEGRATE DYNAMIC ALLOCATION
AND RECOVERY STRATEQIES

JEMONSTRARTION CAPABILITIES

481 880F 3287

SIGNAL PROCESSING
100 MFLOPS
1 BILLION FIXED POINT
OPERATIONS/S8ECOND

HULTI-FUNCTIORK MACHINES
INITIAL SOFTHARE ENVIRONMENTS
AND EXPERIKENTAL APPLICATIONS

RUMNING ON 100 PROCESSOR MACHINES

SIONAL PROCESSING
1 GFLOPS

SIGNAL PROCESSING
1 TRILLIOH
FLOATING POINT
OPERATIONS/SECOND

MULTI~-FUNCTIOR MACHINES
ADVANCED SOFTWARE ENVIRONMENTS
AND APPLICATIONS RUNNING ON
1000 PROCESSOR SYSTENMS

LARGE BCALE
APPLICATIONS
RUNMING OM 1000
PROCESSOR MACHINES




VERSION OF 10-18-83

SUPPORTING MICRUELECTRONICS TECHNOLOGY

II

.3

FY84 FY85 FY86 FY87 FY88 FY89 FY3O

FY31

FY32

FY3S3

Ga ARs D-MEBFET ]
PILCT LINES
Ba As LOK POWER MEMORY 1
Ga As GATE ARRAY
( HETERQ B8TRUCTURE PILOT LINE ]
HIGH DENBITY MEMORY 1
MEMORY TECHNOLOGY
HASSIVE MEMORY SYSTEKS
T
[ &)
o
<
g BEARM PROCESSING }
w
L
X
5 I MASKLESS FABRICATION SYSTEK [
O
w0 o
e %g OPTICAL COWPUTING SUBBYSTEM I
[as}
@g HIGH PERFORMANCE
z TECHNOLOGY 1 GHzx OPTICAL BUS l
4
O
&)
i [ 8 OHz OPTICAL BUS
=z
(&)
MBE SYSTENS ]
[ STRIPLINE AND ELECTRO-OPTIC PACKAGES l

WB186BM3277




APPENDIX I11I

INFRASTRUCTURE PLANS

This appendix contains plans and timelines for the Strategic Computing

program infrastructure (see also Chapter 5, Section 5.3).
- k!



INFRASTRUCTURE

VERSION OF 10-18-83

ITTI.O

84 85 86 87 88 893

S0 91 92

93

LISP MACHINE PROCUREMENT ] ADVANCED LISP MACHINE PROCURMENT ]
COMPACT LISP MACHINE
CAPITAL 10X LISP MACHINE
EQUIPMENT RESEARCH MACHINES PROCURMENT j
NETHORK COMMUNICATIONS AND SUPPORT
CHOS YENDOR BVLKT | LINE QUALIFICATION
IC IMPLEMENTATION SERVICE
GaRe STD DVLMT I PROTOTYPE TEST ]/' / /
SERVICES I WAFER SCALE INTEGRATION DEVELOPHENT }
SYSTEN KIT DEVELOPMENT }
SYSTEM KIT MANUFACTURING }
HOL INTERFACE
—— RAPID MACHINE PROTOTYPING
EMULATION MACHINE
EXTEND HARDWARE DESIGN AIDS }\‘
/ DESIGN AIDS & ANALYSIS SYSTEN INTEGRATION }\
DEVELOP INTEGRATION FRAKEWORK / \ TOOL DISSEMINATION & SUPPORT
TOOLS EXTEND SOFTHARE DESIGN AIDS / / / /
l

DEVELOP AI BRSED BSOFTHARE DESIGN RIDS

HIGH LEVEL LANBUAGE INTERFACE TO DESISN ASSOCIATE l

DEVELOP ANALYSIS & ALLOCATION TOOLS

DEVELOP HIGH LEVEL LANGURGSE FEATURES FOR VIRTUAL NACHINEAT

RETARQET LISP, RDA

DEVELOP RESQOURCE MONT INTERFACES

DEVELOP REAL TIME HULTIPROCESSOR 0S ENVIRONMENT

REHOST QPERATING SYSTEM

AUTOMATED RESOURCE ALLOCATION 0S & DBKS .

DEVELOP VIRTUARL MACHINE OPERRTING SYSTEM

DEVELOP INSTRUNENTATION

INTEROPERABILITY

PROTOCOL DEFINITIONS

PROTOCOLS { PROTOCOL DEMONSTRATIONS —l
$TDS DEFN ! IMBEDDED TRAINING MATERIAL ACQUISITION ]
TRAINING IMBEDDED TRAINING METHODS DISSEMINATION }

HE186BR3288

[ INTRODUCTION OF RAPID SYSTEK PROTOTYPING
| THROUBH OTHER ARENCIES




APPENDIX IV

PROGRAM WORK BREAKDOWN STRUCTURE

This appendix contains a detailed breakdown of the program work

structure used for planning and budgeting.



APPENDIX V
COLLATERAL ACTIVITIES

Within the United States and abroad, there are current
technology programs that relate directly to the goals and activities of the
They have been reviewed and a list and
Many relate to proprietary com-
Access to this

and planned

Strategic Computing Program.
description of the activities compiled.
mercial activities and to classified military programs.
tfata will be available to those with proper clearances and need to know.

Wl





