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Problem Statement 

•  Question: 
–  I have lots of Coherence Applications, How to best share 

coherence resources across them? 

•  Answer 
–  It depends… 
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Trade-offs 

•  Reuse 
•  Isolation 
•  Manageability 
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Single Homogeneous Cluster 

•  All Applications are distributed across all nodes of a 
homogenous cluster where all nodes start all services. 
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Single Homogenous Cluster 

•  Benefits : 
–  Complete Reuse 
–  Join Capable data 

•  Challenges 
–  Change analysis (i.e.  Will new applications impact current?) 
–  Heap Usage Isolation 
–  CPU isolation 
–  Capacity Management  
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Single Heterogeneous Cluster 

•  A single cluster where each node service configuration 
changes based on the role of the node.  
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Single Heterogeneous Cluster 

•  Benefits : 
–  CPU Isolation 
–  Heap Isolation 
–  Thread Isolation 

•  Challenges 
–  Complex configuration 
–  Infrastructure Isolation 
–  Data joins-Transactions 

•  Best for: 
–  Dynamic Single Owner Environments 
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Multiple Cluster 

•  A cluster for each data domain and connect to each 
domain using Coherence Extend. 
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Multiple Cluster 

•  Benefits : 
–  Complete Isolation across each data domain 

•  Challenges 
–  Managing more clusters 
–  Joins-transactions across clusters 



© 2012 SL Corporation. All Rights Reserved. 

© 2015 SL Corporation. All Rights Reserved. 13 

Monitoring Features 

•  Health monitoring (alerting)  
•  Scalability Analysis 
•  Event Analysis 
•  Bottleneck Analysis 
•  Capacity Analysis 
•  Usage and performance Analysis 
•  Task Analysis (threads) 
•  Client Analysis (proxy) 
•  Tuning Analysis (JVM GC). 
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Coherence Monitoring Architecture 
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Monitoring Challenges 

•  How do we determine the current Activity and health 
state of multiple clusters? 

•  When a customer calls with an Issue,  How do we 
determine which cluster the issue is with? 
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Multiple Cluster Overview 



© 2012 SL Corporation. All Rights Reserved. 

© 2015 SL Corporation. All Rights Reserved. 17 

MultiCluster Proxy 
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Questions 
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For more information 

•  Everett.Williams@sl.com 
•  www.sl.com 
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For More Information 

Visit us at SL.com 

Request a WebEx Demo 

Start an Evaluation 

Watch a Video 


